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Introduction

Loaw s very commonly vague, so that the requirements of the law in particu-
lar cases are frequently indeterminate. [ will call that familiar though contro-
versial claim the ‘indeterminacy claim’. My purpose is toexplain it, to defend
1L, and to testits impheations for an understanding of law and of adjudication.
While the book addresses the vagueness of language, 1 should emphasize
that it is not merely a book about legal language. I argue that vagueness, and
resultant mdeterminacies, are essential features of law. Although not all laws
are vague, legal svstems necessarily include vague laws, When the law is
vague, the result 1s that people’s legal nights and duties and powers are inde-
lerminate in some (nod in all) cases,

The indeterminacy claim seems to make the ideal of the rule of law unattain-
able: to the extent that legal rights and duties are mdeterminate, we cannol
be ruled by law. The indeterminacy claim is a threat to what I will call the
‘standard view of adjudication”: the view that the judge’s task is just to give
elfect tothe legal rights and duties ol the parties. These drastic consequences
have made the indeterminacy claim into an imporiant focus of controversy in
legal theory in this century. Legal theonsts who take the standard view of
adjudication have rejected the indeterminacy claim. The controversies have
addressed one of the two characteristic marks of vagueness: the fact that
doubt and disagreement anse over the apphcation of vague expressions in
some cases {‘borderling cases™),!

Here ['seek to put those controversies in a new light, by addressing the sec-
ond characteristic mark of vagueness—the “tolerance principle’. Vague
words appear to tolerate insignificant differences: it seems that any heap of
sand wall stll be a heapaf you remove one gram of sand (and no one goes bald
by losing one hair, and no sea becomes an ocean when one drop of rain falls,
and so on ). The “sorites paradox’, or the paradox of the heap, is an argument
that applies an apparently sound principle of this form repeatedly, unul it
arrives at the false conclusion that, for example, there is still a heap when all
the grains of sand have been remowved. [ argue that an understanding of the
tolerance principle, and of the sorites reasoning that it generates, raises an
objection 1o some popular theories of law and of adjudication, and poses
challenges that any theory of law or of adjudication must face.

That objection and those challenges are serious, if indeterminacy is a

U In the Index 1 mark in ilalics the places where | explam my use of such masre or less tech-
mical leris.
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significant feature of law. It would be senseless (o try to guantify the
indeterminacies that arise from vagueness in any legal system. But [ argue
that we should accept the general claim that they are significant (see Chap-
ters 3,12, 5.4, 5.5, and 7.3).

In trying to defend varnous controversial views in the theory of law, T have
found it necessary to make and defend some controversial claims in the phil-
osophy of language and philosophical logic. T have avoided technicalities, but
[ have not omitted any that seemed necessary Lo the argument. Some readers
may prefer to overlook some technical passages (e.g. Chapters 4.3, 5.2, 5.3,
T.1.and 7.2} and to read instead the introductions and conclusions in those
chapters, and in this chapter.

1. What is in the Book

Chapter 2 clears the ground by rejecting the incoherent notion that the appli-
cation of language is radicallv indeterminate. I hope that Chapter 2 will make
1t clear that the indeterminacy claam that [ defend and discuss 1s not a soep-
tical claim: unlike radical indeterminacy claims, it casts no doubt on the sense
of the practice of law, or on the meaningfulness of statements of law,. Chap-
ter 2 highlights the point that the application of vague language is indetermmn-
ate in some cases but not in all cases. The rest of the book aims to explain the
implications of that fact.

The notion of *indeterminacy’ is introduced in Chapter 2: the law is inde-
terminate when there is no single right answer to a question of law, or to a
question of the appheation of the Law to the facts of & case” The Toundations
for the rest of the book are laid in Chapter 3, which introduces the notions of
borderline cases and tolerance, and tries to clarity the relation between the
two notions. Links are drawn between tolerance and various forms of doubt
and disagreement about the application of words, in order to justify the
book's focus on vagueness. The reason for that focus 15 that vagueness 1s a
paradigmatic source of indeterminacy in law, and a very important source.
Along with express grants of discretion and conventions giving judges power
Lo develop the law, 10 is one of the most important sources of judhaal discre-
tion. And unlike other sources of indeterminacy such as ambiguity, it is a
necessary feature of law.,

Chapier 4 addresses the implications of vagueness for understanding the
nature of law, and the nature of adjudication, through an argument that
‘higher-order’ vagueness (the vagueness of phrases hke “clear case” and *hor-
derline case’) poses an overwhelming objection to various popular accounts

=1 address the |‘.|I'1|'|'|||.:1ll of the extent o which |,|_I,I-|,:'-.I,i|.|r1'\ ol the :_1]'||"||i-;_:.5||i|:-l'| ol law are ues-
tions of law i Ouesbions of Law™ {19955 114 Leaw Cgrterfy Revigw 2402,
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of adjudication that take the standard view of adjudication (notably Ronald
Dworkin's account ). Those theones apply to law a version of the *principle of
bivalence” (the principle that every meaningful assertion is either true or
false ). Dworkin and Hans Kelsen claim that it is either true or false of every
judicial decision to say that it was made according to law, Like others—
notably H. L. A. Hart and Joseph Kaz — [ reject that application of bivalence.
But Rar and others have supported the indeterminacy claim by arguing thal
propositions of law are ‘neither true nor false’ in borderline cases; I argue
that this traditional formulation should be rejected: it is a misleading way to
put the indeterminacy claim (Chapter 4.3).

Chapter 4 also discusses a characteristic feature of legal practice which |
label “juricheal bivalence” —the prachice of treating people as il the apphea-
tion of the law 1o their situations were bivalent. John Finnis has pointed out
the importance of this feature of legal practice, and has called it a “technical
device™. T argue that his characternzation of juridical bivalence 18 supported
by an understanding of vagueness in law.

Chapter 5 examines higher-order vagueness more closely, by pointing oul
problems that it poses for philosophers of logic who seek 1o solve the sorites
paradox. I suggest that an understanding of higher-order vagueness gives
reason to think that no theory should seek a solution: the reasons are the
appeal of the notion that there are no sharp boundaries 1o the application of
vague words, and the fact that a theory that solves the paradox needs o pos-
tulate sharp boundaries,

Chapter 6 addresses aspects of one theory of vagueness in detail, for a par-
ticular purpose. The epistemic theory of vagueness claims that there are
sharp, unknowable boundaries 1o the application of vague expressions. 1
address some features of Timothy Williamson's elaboration of the epistemic
theory, and propose reasons not o lake the epstemic view. There are lwo
reasons for that extended discussion. The first is that the epistemic theory
confronts and rejects the claim that there are indeterminacies in the applica-
tion of vague language. If it succeeds, the indeterminacy claim is false. If it
fails, its failure may help us to understand the indeterminacy claim.

The second reason for examiming the epistemic theory 1s Willlamson's
account of the relation between meaning and use. He allows that use deter-
mines meaning, bul argues that that only means that the correct application
of words depends on the dispositions of speakers. That view of meaning and
use supports what 1 will call the “boundary model”. The boundary model is a
theory of meaning: it explains the apphcation of vague words as determined
by a social choice function {from dispositions of speakers 1o correct and
imcorrect applications of words), [ sketch a contrasting account of the rela-
ton between meaning and wse, which supports what 1 will call the “simlarty
model” of vagueness. The similarity model claims that there is no more satis-
factory way of picturing the application of vague expressions than to say that
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they apply to objects that are sutficiently similar to paradigms. The similarity
maodel 1s barely a model, and is nor a theory: it gives no general explanatory
account of the application of vague expressions. In Chapter 61 link the simi-
larity model with two very general, controversial claims, First, the meaning of
aword can be seen erither as a rule for its use, or as shanng fundamental nor-
mative characteristics with rules. Secondly, general evaluative and norma-
Live expressions are necessanly vague,

Chapter 7 further compares the similarity model with the boundary model.
Largue that no social choice can determine sharp boundaries, but also that we
should not say that the location of boundaries 1s indeterminate. We should
say that the notion of a location of boundaries is misleading. 1f we think of the
correct application of words as determined by a social choice of boundaries
Loy thear apphicathion, we can use Kenneth Arrow’s ‘impossibihity theorem’ to
show that, under certain attractive assumptions, such boundaries cannol
have a precise location. The social choice argument might be modified to
claim that the location of boundaries is roughly determined by social choice;
the possibility 1s examined and rejected through a eritique of James Griffin's
views on the rough equality in value of incommensurable options (Chapler
7.3). That argument uses the work of Joseph Raz and John Finnis on incom-
mensurability, and adds a claim that incommensurabilities in the application
of vague language show that the indeterminacies that anse from vagueness
are significant.

Theindeterminacy claim faces a potential objection from Dworkin's inter-
pretivist theory of law. The interpretivist objection o the indeterminacy
claimis that the law has resources that eliminate indeterminacies in the appli-
cation of the words with which legal standards are formulated. I defend the
indeterminacy claim first by addressing Dworkin's views about the interpret-
v resources of the law (Chapter 8.1-%.3), and then by presenting a *simple
account” ol the nature ol interpretation that 1s opposed o Andrer Marmor's
theory of the role of interpretation in law (Chapter 8.4-8.7), Whether inter-
pretive considerations are part of the law or not, there 15 no reason to think
that they tend to climinate indeterminacy. The appeal of the notion that
interpretation is a way of reducing or ¢liminating indeterminacies can be
explamed as a facet of the general legal techmigue of juridical bivalence: that
notion is attraciive in the same way that the standard view of adjudication is
attractive.

By upsetting the standard view of adjudication, the book reaches conclu-
sions that some people find horrible: when the law is vague, judicial decision-
making will i some cases be unconstramed by the law, It 15 impossible m
principle for judges always to treat like cases alike. Prediciability in the law 1s
to some extent unattainable. Moreover, I argue in Chapter 9.2 that vague-
ness cannot be eliminated from law. These conclusions might seem to imply
that the rule of law is, at least to some extent, conceptually impossible,
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Avoiding that conclusion requires a revised account of the ideal of the rule of
law, which asks, “Whalt counts as a deficit in the rule of law?” That question
has been little discussed in the long history of debates over the rule of law.
Yetwe need to be able to answer it in order to understand the ideal. Answer-
g it raises some new puzzles about the nature of arbitrary government,
Chapter 9 addresses those puzzles, in support of a claim that vagueness { and
judicial decision-making that 1s not guided by law ) 1s not necessarly a dehal
in the rule of law. That conclusion requires us to account for the resolution of
unresolved disputes as an important and independent duty of judges —a duty
that is itself an essential component of the ideal of the rule of law.

We cannot say in general that even a very vague legal rule represents a
defictin the rule of law. But vagueness iy a deficit when it enables authorities
toexemplt their actions from the reason of the law, or when it makes it impos-
sible toconceive of the law as having any reason distinguishable from the will
of the officials.

2. What is not in the Book

Those are, in outhne, all the substantial claims that the book makes. It 1s
important tesee what the book does not claim. First, the indeterminacy claim
that I defend is not the notion that there is no right answer to a controversial
question. That incoherent idea has been effectively criticized by Ronald
Dworkin, among others, The indeterminacy claim that | defend receives no
support from the mere fact that people disagree: 1tis consistent with the view
that there are right answers (o some guestions (including questions of the
application of vague expressions in borderling cases) on which reasonable
people disagree. OF course, reasonable people disagree over cases in which
someone might reasonably be in doubt. Such cases are ‘borderline cases’ (see
Chapter 3.1). But the book does not claim that there is no right answer to any
question ol the application of a vague expression in a borderline case; it
argues that some such questions have no right answer.

Secondly, Tdo not elaim that vaguenessis a purely ingumstic feature of law.
And the book relies on no claim about the relation between law and lan-
guage. These points must be stressed, becauwse vagueness is commonly
thought of as a linguistic phenomenon. And, indeed, most of the discussion in
the book concerns the vagueness of linguistic expressions, But the indeter-
minacy claim is not just a claim abour language (s0 1 argoue i Chapter 3.12).
So, for example, the claim in Chapter 6 that gencral cvaluative and
normative expressions are necessarily vague is not just a claim about the
word “good” and the word *right’; it 15 a claim about any hnguistic expression
in which we could conceivably express general evaluative and normative
judgments. It therefore includes a claim about what is good and what is right.
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Because of the discussion of linguistic expressions, it might seem that the
argument of the book rests on a naive view that there is indeterminacy in the
law just when there is indeterminacy in the application of expressions in
which a purported authority has purported 1o formulate a law. 1 make no
such ¢laim. I do not think that there can be a theorebeal (1.e. a general,
explanatory) account of the relation between the application of a lawmaker’s
words and the content of the law, This point is addressed in Chapter 8, but the
argument of the book does not rely on it The book does rely on the claim,
which may be surprising, that we have grounds for saving that the linguistic
and non-linguistic resources of the law are typically vague (see Chapters 3,110,
312, 8.1, and 8.2},

The third point that T wish to emphasize is related. The book offers argu-
ments for rejecting certain posibivist and certain anti-positivist theones of
law. But L think that the claims of the book are consistent with some positivist
and some anti-positivist theories, [ do not argue in Favour of any general pos-
ition on the old, convoluted disputes among legal positivism, natural law the-
ory, and other anti-positivist theories (or among forms of legal positivism ),

At least since the nise of legal philosophy in the United States, disputes
between positivists and anti-positivists have often proceeded by asking what
considerations judges act on or ought to act on, and then formulating a view
as 1o which of those considerations are legal considerations. The question
concerns the limits of the law. It may seem that 1 am supporting a positivistic
theory about the hmits of law, relving on some form of “sources thesis" which
views indeterminacy in the languapge used by lawmakers as entailing indeter-
minacy in legal rights and duties. But that is no part of the argument, just as i
15 no part of the argument to express a general view about the relation
between language and law. | express no view as to the limits of the law. For
the purposes that | have outlined in this chapter, that is unnecessary because
of the argument of chapter 8.1 and 8.2.

Dyisputes between legal positivisis and natural law theorisis have con-
cerned not only the relation between law and adjudication, but also the rela-
tion between law and morality. Here 1 take no general position on the
intrinsic moral value of law. Tdo rely on the claims that law can be valuable 1o
acommunity, and that yustice and the rule of law are two ideals which a com-
munity can intelligibly pursue as political virtues, Even those claims are con-
troversial (Kelsen and some of the theorists discussed in Chapter 2 have
controverted them). But I do not defend them here.

This work aims to show that the indeterminacy claim does nothing to
threaten the pursuit of justice and the rule of law, Those ideals cannol be well
understood if we try to make them depend on determinacy in the require-
menis of the law.,
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Linguistic Indeterminacy

No person shall take or possess, in the County of Lanark or the Regional
Municipality of Ottawa-Carleton, any bullfrog unless the tibia thereof is
fivee centimetres or more in length.

{ Regulation under the Ontario Game and Fish Act, O. Reg. A94/81)

We can think of cases in which liability for catching bullfrogs in Ottawa is
mdeterminate — that 1s, cases in which the law does not determine whether
an offence has been committed. What if a bullfrog has one tibia longer than
5 cm and one shorter? What if the length of a tibia s pushed over Sem by a
rare growth? What of a bullfrog with a curved tibia that is 4 cm long when laid
beside a ruler, but measures & cm with a tape?

Countless mmdeterminacies appear in lingustc formulatons of legal rules:
lexical ambiguities (does “person’ include a company?), syntactical ambigu-
ities (does the person have to be in Ottawa? does the bullfrog? ), uncertainty
as lo whether ‘take” adds anything 1o "possess”, and so on.

Bullirog hunters and their lawvers might face further legal indetermin-
acies that do not anse rom the language of the regulation:if there 1% an unre-
solved conflict between the bullirog regulation and another rule, or if the
power to make the regulation or the procedures by which it was promulgated
or enlorced are suspect, orifibs unclear whether proofl of some mental state
15 required for conviction, or whether principals are liable when agents take
bullfrogs. And the lawyers and the bullfrog hunters may face further uncer-
tainties that are neither linguistic nor legal, such as whether the authorities
will exercise their discretion to prosecute, whether a particular witness will
make 1t to court, and 5o on.

Those non-lhinguistic indeterminacies arise because life and legal systems
are complicated. But people can choose their words, and it would be reassur-
ing 1o think that linguistic indeterminacy, at least, could be eradicated by
careful use of language, Perhaps the drafters of the bullfrog regulation set out
to do this by avording imprecise terms like ‘adult bullfrog’ or *large bullfrog”.
What does their failure to eliminate linguistic indeterminacy show about law
and language? Indeterminacy seems pervasive and obdurate,

This chapter addresses the claim that language (and therefore law) 1s
radically indeterminate: that no question of the application of a linguistic
expression has a single nght answer. 1 conclude not only that the claim is
wrong, butl that, in spite of appearances, no one aclually makes it Those
two conclusions raise the more important question of what to make of the
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allegations that legal sceptics of various types do make about linguistic
indeterminacy. To get to that question, we need to start by identifying what
legal theorists are talking aboul when they talk about indeterminacy.

1. The Twilight LZone

A metaphor popular i twenteth-century legal theory pictures linguistic
indeterminacy as a penumbra, a shadowy purlicu between the clear applic-
ability of an expression and its clear inapplicability. The metaphor 1s trad-
itionally credited 1o H. L. AL Hart.! But Benjamin Cardozo had wrilten in
1921 of “the borderland, the penumbra, where controversy begins’,” and
Cilanville Willhiams used the metaphor in a review of legal problems about the
meaning of words, written in 1945: “Since the law has to be expressed in
words, and words have a penumbra of uncertainty, marginal cases are bound
o occur.™ Cardozo implicitly and Williams expressly presaged Hart's claim
that the judge has a law-making role in penumbral cases.”

simce Hart populanzed the metaphor of core and penumbra,” many legal
theorists have insisted that the notion falscly attributes to words some kind of
certainty, or absoluteness, or independence of context, or immunity to
change, and that mdeterminacy 1 more than a fringe or margin. They have
questioned not the notion of & penumbra, but the notion of a core.

[s meanming like a partial eclipse of the sun—all penumbra? What can be
made of claims that the meaning or application of words is entirely indeter-
minate?! One response would be to reject those claims as obviously wrong:
everyone knows that there are cases m which words apply without any doubt
or disagreement, just as there are situations in which it is unclear whether

P by Ken Kress, "Legal Indeterounacy” {1989 77 California Law Review 283, 287, Mar-
patel Jane Radin, “Reconsidering the Rule of Law™ {1989 6% Bosron Undversiy Law Beview 78]
T (L 2ZE5-0 ) David Lyons, "Constilutional Interpretation and Cngingl Meaning”™ { 1956 ) 4
Sovial Philosophy and Policy 75, B3 (LL 221}, Fredenck Schaver, ‘Formali=m' {1988) 97 Yale
Low Jowdrnad 309, 514 (1.1 434),

* Benjamin M, Cardoze, The Nate of dwe Judicial Frocess {(New Haven: Yale University
Press, 182, 1AL

Llaw and Language —I111° (19457 61 Law Qearierly Review 293, 302 (L1 1593, Hart
acknowledged Williams™s use of the notion: CF. 278, The pesumbra metaphor is at least a5 old as
Bertramd Fusscll's desernption of vaguencss: “All words arc attnbutable without doubt over a
cerlain arei, bul become guestonable within a penumbra, culside which they are agan cer-
tainly nol atnbutable’ CVapueness” (1923) 1 Awsvralasian Sowrial of Povchology and Philos-
plrv B4, 87 ) Willard Ouine also used the penumbra metaphor in Weed and Cbjec {Cambridge,
Mlass.: MIT Press, 15601, 124,

FOWilliams, Law and Langoage — 17 305 (L F 140,

P OWe may call the problems which arise outside the hard core of standard instances orsettled
mesaning “problems of the penumbra™ ., "Positivism and the Separation of Law and Morals'
(1958} 71 Harvard Law Review 393, 007, CL the discussion in The Concept of Law of *a core ol
certainly and a peoumbra of doubd" in the application of the general ieems used in formulating
legal rules (L 123},
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they apply. Another response would be toreject such claims as nonsensical —
they declare themselves Lo be not exactly altogether true.

But the first lesson of jurisprudence is not 1o dismiss obviously wrong or
nonsensical claims (e.g. ‘what the officials do s the law” said by a legal realist,
or “an unjust law is not a law” said by a natural law theorist), Instead, it is
worth asking what new emphasis or neglected insight a theorist is embellish-
img with absurdity. Nonsense in legal theory deserves lemence, just as some-
one deserves lenience if we ask whether its raining and thev say, "yes and no’.

Lenience recommends interpreting radical indeterminacy claims as hyper-
bolic objections to immodest claims (or W inarticulate assumptions ) of deter-
minacy. And, indeed, intriguing and crazy claims of indeterminacy tend to
crumble mto sensible and less intnguwing posibions. In fact, the sensible pos-
itions typically accompany the crazy claims, as express concessions. 1 will
argue that, when the concessions to determinacy are accounted for, every
claim about indetermunacy that we will see s consistent with what Hart said
about language: “There will indeed be plain cases . . . to which general expres-
stons are clearly applicable . .. but there will also be cases where itis not clear
whether they apply or not.™ Then the debate is over whether determinacy is
vast and tyvpical (as Hart occasionally suggested?), or scarce, and likely to
delude unimaginative theonists.

What is Indeterminacy?

Legal theorists say that the law is indeterminate when a question of law, or of
how the law applies to facts, has no single right answer.® [will call such inde-
terminacy ‘legal indeterminacy”, and 1 will use “linguistic indeterminacy” to
refer tounclarvity in the application of linguistic expressions that could lead to
legal indetermmacy. [will generally treat ‘'mdeterminacy” as a feature of the
application of the law, or of an expression, to a particular case (or cases), and
‘vagueness' as i feature of the law and of expressions. So, for example, the
law on bullfrog hunting is vague if the boundaries of the arca alfected by the
bullfrog regulation are unclear; but there is no indeterminacy when a bull-
frog s taken in the centre of that area. There s indetermimacy (if any j only in
borderline cases.

=00 12600 In The Concers of Law Harl was concerned o oppose the ‘rule sceplicism” o
Ammerican kegal realists; Brian Leiter has pointed oul that in general their indeterminacy cdaims
were mot linguistic in form, bt relicd on the diversity of legal principles available for judges’ usc
in any case (*Legal Realism®, in Dennis Patterson (od.), Blackwet!’s Companion to Philosophy
of Law aved Lepad Theory (Osford: Blackwell, 19967, 26170, But those indeterminacy claims are
alsoconsistent with Hart"s view:in Leiter's terms the legal realists thought that “the law is ration-
ally indeterminate locally not globally™ (265],

TOL124, 154,154,

* S e Kress, ‘Legal Indeterminacy ', o, 1 above, 283, Brian Bix, Law, Lavgemge and Legal
Determringey (Oxlord: Clarendon Press, 1993, 1,
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Concerning the application of the language in which laws are formulated,
legal theorists make claims of practical indeterminacy and claims of theor-
etical indeterminacy. Pracucal indeterminacy anses in language when compe-
tence in the language is not enough to know whether an expression applies to
known Lacts, and mn law when legal competence 1s not enough o know the
lepal consequences of a known situation. A radical claim of practical indeter-
minacy would allege that competent speakers of a language can never know
whether an expression applies, and that competent lawvers can never know
what the law requires and permits. Theoretical indeterminacy claims do not
outrage nalve notions in that way. They allege that the meaning or correct
application of words is determined not in the way that people might have
thought, but in some manner so different that it 1s misleading even to call
them determimate. 3ome theonsts argue that the current debate about inde-
terminacy is entirely about what 1 call theoretical indeterminacy.” Such theor-
ists will not necessarily find any more practical indeterminacy in a legal
system than, for example, Fart did: this sort of theoretical indeterminacy the-
sis represents not a claim about the extent of legal uncertainty, but the work-
mg out of a philosophical agenda.™ I do not mean to assess theoretical
indeterminacy claims. That job would require a fully fledged theory of
meaning, and no one has ever found enough feathers to fledge a theory of
meaning.

The purpose of this survey is not to analyse the theories of language that
back the indeterminacy claims that will be encountered. And no attempt will
be made torefute a radical indeterminacy claim —it would refute itself, since
it would amount to saying, ‘No statement means anyithing, including this
one’. My purpose 15 to point out some features which support the inferesting
conclusion that, in spite of appearances. no one actually sustains a radical
indeterminacy claim. The fact that such a claim would refute itself does not in
isell explain this fact, as the legal deconstroctiomist David Gray Carlson has
shown: “lThat deconstruction is self-refuting—a fact it fully grasps, empha-
sizes, and even exploits —by no means proves that deconstruction 15 wrong
about meaning.™' Carlson s right that seli-refutation does not show that
deconstruction is wrong about meaning; instead, it shows that deconstruc-
Lion savs nothing about meaning, so that it calls for the lemence 1 suggested
above,

[ will start by discussing a current consensus on the nature of interpret-
ation (Section 2) and deconstruction (Section 3). Radical indeterminacy
claims that issue from those theoretical perspectives tend to degenerate into

" See e Robert Justin Lipkin, “Tndeterminacy, Justification and Truth in Constitutional
Thedary™ [ TW2) & Fordiam Law Review 595,611,

I Lipkin's case, o 'rid ourselves of the notion of truth’, Thid, 609 n, 56,

" Dravid Grav Carlson, ‘Liberal Philosophy's Troubled Relation to the Rule of Law® {1993]
43 University of Toronso Law Fouwral 237, 278,
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concessions of determinacy. What is left after radical indeterminacy claims
are discounted by the concessions”? (Ofiten, a clam that meaning depends on
context. SoSection 4 will discuss the relation between context and indetermin-
acy. Section 5 will review the extraordinary indeterminacy claims that have
emerged from the furore over Wittgenstein's remarks on following rules,

2. Interpretive Orthodoxy and the Critical Predicament

A consensus has emerged about interpretation and, specifically, about its
role in law: that understanding is interpretation and, specifically, that every
apphcation of the law requires an mterpretation of the law, This notion,
which Dennis Patterson has called *the current interpretive orthodoxy’ " is
particularly associated with Stanley Fish, He thinks that everyrhing that
people do with other people’s utterances s interpretation:

in my argument, interpretaion i conventional understanding. ™

- - communications of every kind are characterized by exactly the same conditions —
the necessity of interpretive work, the unavoidability of perspective, and the con-
struction by acts of interpretation of that which supposedly grounds interpretation,
intentions, characteristics and pieces of the world, "

Some people disagree with Fish about most of the latter claim, but agree on
‘the necessity of interpretive work” in understanding and applyving linguistic
expressions and the law. The striking range of theorists who hold simalar
views establishes a wide interpretivist consensus:

Owen Fiss: Adjudication is interpretation: Adjudication is the process by which a
Judge comes to understand and express the meaming of an authoritative legal text
and the values embodied in that text,

Frederick Schaver: ordinary talk appears to reserve the word ‘inlerpretation” for
those cases in which there seems to be a problem. In this respect. common linguis-
e wsage s polentially misleading, for everv appheation of a rule s also an imterpret -
ation,'”

Marzaret Jane Radin: every application of them [rules] is a reinterpretation. '’

Fonald Dwaorkin: 50 1 am drawn (o the interpretive answer to the question: what
makes a proposition of law troe? Even in easy cases, that s, even when il goes

¥ The Foverty of Interpretive Universalism; Towards the Reconstruction of Legal Theory”
{1993 T2 Texas Law Beview 1.

M How Clome you Eyvvome Like you Do? A Beply o Dennis Patterson® (19933 72 Texas Low
Revigw 3762

W Doing What Comes Natwrally { Durham: Duke University Press, 198491, 434,

o Owen Fiss, ‘Objectivity and Interprefauon” (1982) 34 Stcford Law Beview 739, 7359,

o Plaving by e Rles (Oslord; Clarendoen Press, 1991 ), 207,

Y Radin, *Reconsidering the Rule of Law™, n, | above, B19{LL 311,
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without saying what the law is . . . we do better to explain that phenomenon by
speaking of a convergence on a single interpretation, '

Michael Moore: | donot inlend by the word |'in|¢,:1'r|n,'l.ﬁl,1'nn‘| to distinguish between
finding the meaning of a law, and applying that law to the facts of some case. . . .
Whatever I must do to connect the law to the facts in the manner earlier sketched is
what I mean by ‘interpretation™.’

Jacgues Derndar Each case . . requires an absolutely unigue interpretation,™

This is a bizarre consensus among people who agree on nothing else, It sur-
vives their different views on how to interpret, on whether an interpretation
can intelhgibly be called night or wrong, on the nature of truth and meaning,
and so on. They all think that no legal question can be answered except by an
interpretation.

The consensus itself shows that fascination with interpretation does not
compel any particular view on indeterminacy. Ronald Dworkin, for instance,
seems to view law as more determinate than anvone else does.”' And we
should even hesitate 1o attribute any sort of indeterminacy claim to Stanley
Fish. In a reply to Patterson called *How Come you Do me Like you Do?” he
scems hurt by the imputation.

Im the world T describe, readers are situated (not by choce, but by histories that have
befallen them) in communities whose traditions are constraints in the strongest
way ... they structure the individual consciousness, providing it with a limited set of
meamngs and roules of inlerpretive action. | - This 18 about as [ar as one could get
{short of an out-and-out determinism) from a condition in which “evervithing is
permitted”. . =

The interpretive consensus does not entail any indeterminacy claim; it holds
that interpretation is needed when the application of language seems quite
determinate —in situations where, if we are interpreting, there is only one
correct interpretation. It clamms that when yvou drive up to a stop sign, you
cannot respond to the sign without interpreting.

The consensus seems to stretch the notion ol interpretation over instances
of understanding thai are not interpretive at all. In Chapter 8 1 offer an
account of interpretation that supports this view of the consensus, But I have

=0 Gaps in the Law™, m Mol MacCormick and Paul Amsclek {eds. ), Comfroversies afond
Lonw's Oriodogy [Edinbureh: Edinburgh University Press, 19910, 84, 35, And of. the claom in
Loaw's Eegprire that “Law i an imerpretive concept ., (LE B7). Dworkin argoes that a judge
must use the same inferpretive method 1o decide any casc (L F 265-6, 355-4), John Finnis has
argucd cogently against Dworkin's interpretive universalism in *On Reason and Authority in
Linw's Emprire” (198716 Lawe and Philosopiy 357, 355-63,

A Matwral Law Theory of Interpretation” (1983} 58 Seathera California Law Beview 277,
28d-5,

T Foree of Law: The “Myvstical Foundauon of Authorey™’, in Miche] Bosenleld and [, G
Carlzon {eds. ), Decorsfriection and e Possibdliy of Justice {London: Boutledge, 19923, 3,23,

A Kee Uh, 4.3 below, 1R T2 Texas Law Review 57, 61-2,
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no quarrel with the use of the word “interpretation”, we could say that there
15 only one admissible interpretation in some cases, and that determinacy 1%
the inadmissibility of all other interpretations. Or we could say that in such
cases no interpretation 1s needed —that an understanding of the law and
the facts leaves no room for interpretation. “Interpretation’ seems useful
(and 1s often used) as a term for making choices as to the meaning of an
expression or a text. And while there are chowees to be made when doving up
o a stop sign {e.g. whether to stop), there are none to make about its mean-
ing. Omn this use of the term “interpretation’, we interpret when we can refor-
mulate a rule in a way that clarifies its meaning. But we do not interpret stop
signs.”

People are free touse interpretation’ as a synonym for ‘understanding’, or
for a creative process of making choices, But interesting things happen when
they use it for both at once, It is precisely because the use of the word ‘inter-
pretation’ o deseribe a erealive process 1s common and altractive that the
interpretive consensus lends itself to indeterminacy claims. 1f you think that
every application of the law is an interpretation, and if you can simultan-
cously hold in your head the idea that interpretation is a matter of making
choices among open alternatives, the result is indeterminacy, Thus, Sanford
Levinson constructs an mdetermmacy clam by invoking Richard Rorty's
pragmatism. Rorty thinks that an interpreter simply beats the text into a
shape which will serve his own purpose’, and he insists that there is no dis-
tinction between that activity and understanding a text.*

Levinson joins a band of critical theorists who “reject the very search for
finalhity of interpretation’,~ and concludes that one can never say thal a con-
stitutional case *was “wrongly™ decided, for that use of language presupposes
belief in the knowability of constitutional essence”.™ And although he would
like to eriticize some of Tohn Marshall’s work as dishonest, he considers such
criticisms “irrelevant’, because thev assume “the existence of a privileged dis-
course that allows me to dismiss Marshall as “untruthful” rather than merely
different™*" Levinson stops short of asking what privileged discourse enables
him to say that Marshall is *different’, or to say anything at all.

Tobe unable to say that a case was wrongly deaided {or, of course, nghtly)
15 an appalling predicament for a lawyer to land in, and Levinson occasionally
voices despair about it Ironically, the predicament besets some theories

" These claims are discussed lurther in Ch, 8,

“ Levinson, ‘Law as Litcratwre” (1982) 60 Tevay Law Review 343, 385 (L1 355), quating
Richard Rory, Conseguences of Pragematisn ( Bnghton: Harvester, 1982), 139, CLL Rorty, “The
Pragmatist®s Progress", in Umberto Eco, feferpretation and Overinerpretation, ed. Stefan
Collini {Cambridge; Cambridge University Press, 1992}, 89, 93 °0n our view, all anybody ever
docs with anything is use it Interpreting semething, knowing it, penciraling to its cssence, and
soron are all just varows ways ol deseribing some process of putling it towork,”

* Levinson, *Law as Literature” 384 { L[], 354} * 1bid. 386 { L1 336)

S 1hid, 389 (L1 3549, “ Thid, 4013 (4.1, 371-3),
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that set out to be critical. By touting indeterminacy, legal theorists squander
the possibility of criticizing anything.

There are various techniques for coping with this critical predicament,
besides Levinson's despair, A standard response is to cleave to the beliel that
challenging the status gquo s good intsell, even il the form of the challenge
makes it absurd to propose a change o the status quo.™ This approach relies
on the rhetorical potential of nonsense.

Pragmatists like Richard Rorty make a more subtle response: they try Lo
distinguish “between knowing what you want to get out of a person or thing
or text in advance and hoping that the person or thing or text will help you
want something different —that he or she or it will help you to change your
purposes, and thus to change your life”.* But a stop sign, for example, cannot
help you to change your purposes, if all you ever do with a stop sign s to beat
it into shape for your purpose.” The resolution of this tension in Rorty's
work has to be some sort of interplay between text and purpose, which is only
possible if some texts resist being beaten into some shapes. That resolution
wollld be a concession of determinacy.

The entical predicament 1s more agomzing in legal theory than in hterary
theory, because the urge to say that an interpretation of a constitution is right
or wrong is generally more pressing than the urge to say that an interpret-
ation of a poem 15 right or wrong. And mn spite of Levinson’s imtermittent
despair. he takes to the most common recourse of legal indeterminacy theor-
1sts: concessions of determinacy: “To be sure, none of the radical critics
defend the position that any interpretation is just as good as any other.”* The
concession contradicts Levinson's denial that he can criticize John Marshall:
tor do so he would only have to give reasons why Marshall's interpretations
are not as good as the alternatives. Levinson's indeterminacy claim turns out
not to be as radical as it seems.

We can say the same of interpretivist indeterminacy theonsis generally. A
radical interpretivist indeterminacy claim would have to say that all applica-
tions of hinguistic expressions are interpretations, and that no interpretation
15 ever better or worse than any other interpretation. No doubt it would be
possible to make both claims, but it 15 hard to find anvone who does. If ex-
amples are to be lound at all, we rmight seck them at the apogee of interpret-
ivism: deconstruction,

 For o argument against such a actical use of indeterminacy arguments, see Kress, "Legal
Inedeterminacy”, o, | above, 3536,

O The Pragmatist™s Progress”, n, 24 ahowe, 106,

I Stelan Colling points out this “tantalizing’ aspect of Rorwy's philosophy: *Introduction”, in
Eco, fnferpretaion and Cverinferprefation, n, 24 above, 1, 12,

2 Lewvinsom, CLaw as Literature”, n, 24 above, 384 (L1 3540,
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3. Deconstruction

Deconstruction inverts whatever anything seems to mean, by reversing the
‘privileging” of one interpretation over another. That 1s the technique of the
gury, Jacques Derrida; "deconstruction” is also occasionally used in a wider
sense as more or less equivalent to what 15 sometimes called “posi-
structurahsm’, or ‘entical theory™, or even just “theory’, Perhaps deconstruction
is a sophisticated intellectual apparatus for disclosing ironies that pervade
thought and language and experience. Perhaps it is bravura. Deconstruce-
tionists themselves do not differentiate: “No conception of deconstruction
can be advanced with confidence, as every such conception is subject to
further deconstruction’ {Michel Rosenfeld). *All sentences of the type
“deconstruction is X7 or “deconstruction 1s not X7, a priori, miss the point,
which is tosay that they are at least false” (Tacques Derrida).™ Derrida’s own
reflections on justice allege radicalindeterminacy — at least in the application
of the word “just”. The result is newspeak: "one cannot .. _sav “thisis just™ and
even less “Iam just”, withootimmediately betraving justice”.” He concludes
thal ‘Deconstruction is justice”.™

Derrida’s insistence on the impossibility of calling anything ‘just’ arises
from a paradox he creates: to be just, a decision must be responsible, and also
free. So it must *be both regulated and without regulation: it must conserve
the law and also destroy it or suspend it . . 7 The atiractive way to take
Dernda’s paradox 1s as a recommendation of modesty in making claims of
justice, and as a warning against hypocrisy and moral blindness. But the same
deconstructionist principle that apphes to “just” also applies to "unjust’, either
(1) by parity of deconstruction, or (i) in virtue of the fact that if ne decision
can be just, no decision can be distinguished as unjust, “Unjust” becomes
either applicable to no deasion, or meaninglessly appheable to every dea-
sion (it could not be used, for example, to distinguish the conviction of a pris-
oner who has been framed from the acquittal of a prisoner who has been
framed). There is no attraclive way o take the proposition that no one can
ever say ‘this is unjust” without betraying justice.

Warnings agamnst moral blindness should not be taken hghtly. In some
cases no just decision may be possible: suppose that an accuscd s manifestly
guilty on admissible evidence of serious criminal charges properly brought,
and suppose that the penal system 1s abusive. ILmight be unjust Lo acquit, and

* Michel Rosenfold, *Deconstruction and Legal Interpretation: Conflict, Indeterminacy and
the Temptations of the Mew Legal Formalism', in Bosenfleld and Carlson (eds. ), Preconstrection
eened thee Possibiliey of Justlee, n, 20 above, 152, 19590, 22,

o Jacques Dermda, commenting on how the word ‘deconstrection” might be translated mto
Japanese, in "Letter tooa Japanese Friend', in David Wood and Bobert Bernascom (eds),
Drerricha and Deeance [ Coventry: Parousia Press, 1985), 7.

5 e, ‘Foree of Law’, o, 20 above, 100, = ki, 15, o lhad, 23,
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unjust to convict, and a juror cannot make things better by assuming that the
less bad option (if there 1s one) is just. But Derrida’s paradox claims to prove
mare than that there may be no just decision on offer: it claims to prove that
it 18 a betrayal of justice to say that any decision is just.

Curiously, Dernda’s argument commaides with a concession of determinacy
in faw: ‘every time that we placidly apply a good rule to a particular case, o a
correctly subsumed example, according to a determinant judgment, we can
be sure that law {(drei) may lind isell accounted for, but certanly not
justice™ ™ If examples can be subsumed correctly. if rules can be applied to
particular cases, linguistic determinacy is conceded. IF law hinds itsell
accounted for as a resuly, legal determinacy is conceded. If legal determinacy
is conceded, it is more straightforward to say that justice lies in rightly decid-
mg whether to apply the law than to say that justice must both conserve the
law and destroy the law. It is more straightforward, and it accounts for the
sound, non-deconstructible burden of Dernida’s argument, which is that it 1s
nol necessarily just to follow a rule — that “Law (droif) is not justice.™

But perhaps the concessions of determinacy are, in deconstructionist
argot, erasable. Perhaps Dernda was only saying that has claam about justice
would hold even if anv legal judgment were certain. If talk of subsumption
and correciness is erasable, we should be able to find concession-free asser-
tons of indeterminacy i deconstruction if anywhere. And deconstruction-
1sts do make very gratifying claims of radical indeterminacy: ‘the meaning of
atext could possibly be anything except that which it presently appears to bhe”
(Michel Rosenfeld). ™ *If T may write under erasure, the so-called radical
imdetermiacy thesis is clearly correct” (David Gray Carlson)® Yet even
deconstructiomists flinch:

Deconstruction is not licentiousness or promiscuity atall . .. Nor does deconstruciion
deny the phenomenon of successful communication. Without question, every day
provides examples of spoken sentences understood by listeners in the way the
speaker would have them vnderstood, Bot there s no guaranty of the successiul
arrival of the message, because language has a life in context that is bevond the
control of the speaker. { David Gray Carlson j*

[t seems that nobody will say that anvihing goes, Deconstructionists take
pains to escape the eritical predicament: along with the concessions of deter-
minacy, they rely on the value of an open mind. ‘Deconstruction is not a
demal of the legitimacy of rules and primaiples; it 15 an alfirmation of human
possibilities that have been overlooked or forgotien in the privileging of

® Terrida, “Force of Law®, n. 20albsove, 16, T 1hid, 16,

o Deconstruction and Legal Interpretation”, n. 33 above, 1374,

U Liberal Philosophy®s Troubled Belation w the Bule of Law’, n. 11 abowve, 282, Bul note
thal Carlson seems (o use “radical indeterminacy thesis" as 1 vse “theoretical indeierminacy
thesss’, Thadd, 27 n, 51, o Thid, 2823,
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particular legal ideas” (1. M, Balkin).* *, . . inversions of hierarchical oppos-
ions expose o debate the mstitutional arrangements that rely on the
hicrarchies and thus open possibilities of change® (Jonathan Culler).®
Deconstruction exposes law to debate, but not to argument. Tt sugegests new
possibilitics of change, but allows no claim that the reasons in favour of a
change are better than the reasons against it. It points out the privileging of
ideas, but 1t cannot say what deas shonld be privileged. In favour ol this
approach, it can be said that it gives underprivileged ideas (and therefore,
prisumably, the people whose ideas they are) a kind of equality with the
privileged. But the way in which it makes ideas equal is indiscriminate: its
inversions lead only to further inversions.

Dernida shows a concern for the entical predicament, and takes a sophish-
cated version of the open-mind response. He insists that deconstruction is
not “a gquasi-nihilistic abdication before the ethico-politico-juridical question
of justice and belore the opposition between just and unjust’,™ and claims
that ‘constantly to maintain an interrogation of the origin, grounds and limits
of our conceptual, theoretical or normative apparatus surrounding justice is
on deconstruction’s part anything but a neutralization of interest in justice,
an insensitivity towards injustice”.® But how does deconstruction’s interes
im ustice and sensitivity towards imjustice express iself? In the demal thalt
any decision is just. Here Derrida sees a solution to the critical predicament
that is more positive than mere concessions of determinacy: he thinks that
there is ‘nothing more just than what Troday call deconstruction™.* His claim
scems 1o be that deconstruction has such paradoxically high standards that it
rates nothing as just. Butf deconstruction cannot say that any decision 15
rjrese, it also has paradoxically low standards, As a technigue for deciding
what to do, it would be like a mad Robin Hood who gives the booty 1o the
poor, and returns in the night to steal it back.

4. Context

When indeterminacy theonsts make concessions to determinacy, they often
retreat to assertions that the indeterminacy claim was actually a reminder of
the context dependence of meaning:

There are still rules, But there are no rules that can be understood apart from the
context . .. {Margaret Jane Radin)*

1ML Balkin, “Deconstructive Practice and Legal Theory' {19871 96 Yale Low Jowrnal 743,
Tha {1 d05),

ol Deconsiriecrion (London: Routledge & Kegan Paul, 1952), 179, gquoted by Balkin,
Deconstructive Practice and Legal Theory' 776 (LL 418

¥ Dermida, ‘Foree of Law’, n. 20 above, 19 il 1T A

S hidd, 21, # tReconsidening the Rule of Law’, n, 1 above, BIT(LL 3049],
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.. If the meaning of a signifier is context bound, context is boundless — that is, there
are always new contexts that will serve (o increase the different meanings of a signi-
fier. (1. M, Balkin)®

Deconstruction . . . stresses that meaning is context bound —a function of relations
within or between texis— but that context itself is boundless: there will always be new
conlexiual possibilities that can be adduced, so that the one thing we camnor do s o
sel limits. (Jonathan Culler )™

A general response 10 claims that the meaning of language 15 indeterminate
because it depends on context would need 1o show (1) that meaning is not
radically dependent on context, or (2} that context dependence does not
typically lead to indeterminacy.

Is Meaning Acontextual?

Frederick Schauver has developed this response to indeterminacy claims.
Schaver writes that *ruleness’ {a rule’s capacily 1o demand different behav-
iour from the behaviour required by the rule’s justification® ) requires ‘the
possibility that a form of decision-making could concetvably be guided by the
meaning of the formulated generalization rather than by the optimal particu-
larized application of the justification behind that formulation™.™ He argues
thal this possibility depends on “semantic aulonomy’, which 1s the possession
of ‘acontextual’ meaning, So Schauer’s account of rules includes a claim that
they can be applied without knowledge of context.

It 15 obvious that the meaning of an utterance is not merely a particularity
of the single event in which it occurs. Yet the ways in which Schauver elabor-
ates on the wea seem to runanto trouble.

The main trouble is that no one can use the symbols of a language inde-
pendently of particular goals and occasions. But Schauver savs that the waves
of the ocean could do so:

Suppose 1o to the ocean and while there notice a group of shells washed up on the
beach in a pattern that looks something hke C-A-T. T will think then of small Turry
house pets and not of zeppelins or zebras, despite the fact that in this case there is no
user of language whatsoever. My ability to think cat when [ sce "C-A-T", and the fact
that all speakers of Enghish would have a rather closely grouped array of reactions to
that same shell pattern, demaonstrates the phenomenon 1 call semantic autonomy, the
way in which language carries something by itself, independent of those who use it on
particular eocasions.™

¥ Deconstructive Practics and Legal Theory', n, 43 above, TR (L1 423},

* Jonathan Culler, ‘In Defence of Oveninterpretation’, in Eco, Interpretation and Cheerinter-
prretativnt, . 24 abowe, TO9, 121, See alse the guetation from David Gray Carlson in the text at
. 42 above,

1 Plaving by the Budes, 0, 16 above, 102, o Jhid, &1-2. = Ihcd, 56,
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In fact there is a user of language on the beach. Schauer has not demon-
strated that the meanmg of language 15 autonomous, because he 15 one of
‘those who use it on particular occasions”,

The truth in Schauer’s discussion of cals is that the word “cat” does refer 1o
caty, and no one can understand the word without knowing that it does. To
understand the word “cat’, vou de need 1o be able to do various things such as
distinguwishing a cat from a dog, explamming the word’s meanmg by pomung to
a catl or by describing a cat, and so on. But for meaning to be autonomous
from context, it would have to be possible to grasp the meaning of a word
without any grasp of the [acts that make up contexts, It would have to be pos-
sible to know the meaning of the word ‘cat” without knowing anything about
cals, Thus, inanother formulation of the idea of semantic autonomy, Schauer
says that ‘there is at least something, call it what you will, shared by all speak-
ers of a language that enables one speaker of that language to be understood
by another speaker of thatl language even in crcumstances m which the
speaker and understander share nothing in common but their muteal lan-
guage”.™ In fact, there is no such something, because there are no such cir-
cumstances. The circumstances Schauer pictures are contradiclory: a
speaker and an ‘understander’ cannot share a language, and share nothing
else —qust as no one can know the Enghish language, and know nothing else.
The people Schauer imagines would not share any knowledge about cats, or
about rain, or sleep, or food, and vet they would know the meaning of the
words “cat’, ‘rain’, “sleep’, “lood’. In Tact, people who share a knowledge of
the meaning of those words also share a lot of knowledge about cats, rain,
sleep, and food.

But Schauer concedes that people who share a language must share
‘numerous contextual understandings”.™ and that ‘contextual factors are
presupposed in attnbuting even the barest amount ol meaning Lo an utter-
ance’.™ That concession puts the idea of semantic autonomy in a new light:
meaning 1s not a mere transitory feature of a particular situation. Yet the
meaning of an expression is not independent from the context in which it is
used.”

Is Context Dependence Indeterminacy?

We have Lo try to reconcile the good sense of Schaver’s reminder that the
meaning of a word on an occasion of its use is not merely particular to that
pceasion with the problems that anse in attempts to articulate the notions of

“ 1bed, 550 * Ihad, 57, = Thad, 546,

1 discuss the imporiance to legal theory of the context dependence of meaning in*Law and
Language’, in Jules L. Coleman and Scoit Shapiro (eds. ), Handbook of Terispruderice and Legal
Philesoply (Oxford; Orlord University Press, 2000 §,
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semantic autonomy and acontextual meaning, It is worth remembering that
children learn the meaning of a word from 115 use in particular situations, and
learn Lo use it in similar situations. Then the meaning of a word may be
thought of as its usefulness in particular situations. That usefulness could be
called contextual (because words can only be used in g context), or acontex-
tual (because they can be used in various contexts that are different as well as
similar); but it can be misleading to call it either. Children often use words in
surprising contexts that they see as similar enough to justify using the word.
They cannot use any word in anv context without making judgments of the
aptness of such similarities. Yet this radical context dependence cannot be a
form of radical indeterminacy: children are not only very frequently right that
a new situation is sufficiently similar in relevant respects for the word to be
used; they are also capable of nrdersianding the pomt of usig a word,

Such reflections on the nature of meaning may seem unsatisfying in a dis-
cussion of context. It seems paradoxical to talk in general terms about ‘con-
text’, which is only whatever characterizes a particular situation. The fact
that there is a word “context” for all that should not mislead us into thinking
that we can generalize in a helpful way about it. Nevertheless, there is a gen-
cral response to claims that context dependence means indeterminacy: the
context can and charactenstically does answer questions of {1Le, determing)
the application of words. The word ‘large” i1s radically context-dependent: af
we are given the dimensions of an object, we are in no position to say whether
large” apphes to the object unless we know what sort of object it 15, And we
cannot say whether, for example, a house of a particular size 15 large unless
we know a lot of facis about, for example, its location, the way of life of
people moits community, the houses it might be compared with, and so on~*
But radical context dependence does not make the meaning of “large” radically
indeterminate. In context, we can say whether a particular house is large or
not, except in borderline cases that fit Hart"s clioms. The word “lomorrow” 15
radically context-dependent: it has a different reference every day! But its
meaning 15 not radically indeterminate.™

This is an argument that the resort tocontextis a retreat from radical inde-
terminacy, and it needs to be weighed against the insistence of indeterminacy
theornsts that, if meanmg vares with context, it cannot be trusted: "Because
“meaning is contexi-bound, but context is boundless™, natural law’s facticity
15 invaded by subjective interpretation, and hberalism loses its status as a
philosophv."™ Context dependence does not necessarily lead to “subjective

= The implications of this point are discussed in Chs, 300 and 6.5 below,

= And this is noed 1o make any radical derersiingey Claim about the meaning of tomorrow”
an indeterminagcy could anise ina particular use, I you tell me, “she said she would do it onace-
row’, 1L may o be clear whether “tomorosw” means the day alter she spoke, or the day after
foday

Carlson, Liberal Philosophy's Troubled Relation tothe Hule of Law’, n, 11 above, 252,
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imterpretation’, because context may give objective reasons for applyving
or nol applying an expression to something. Suppose that a boatl owner asks
you to recommend ‘a good painter™." On the one hand, just knowing the
meaning of ‘good’ and “painter’ will not allow vou to help them. On the other
hand, the context will typically determine whether they need an artist, or a
decorator, or arope for aboat. It may be perfectly clear that the boat does noi
need panting, that it does need a rope, and that the owner hates art, Then
there are objective reasons for taking the boat owner 1o be asking about a
riope.

Far [rom amounting 10 a source of indeterminacy, il can be templing (o
think that the context determines whether anvthing is “a good painter’, since
it can determine both (1) what sort of paimter 15 m question, and (1) what 15
needed, in the case in question, from that sort of painter (i.c. what is a ‘good’
painter). In fact, context may not be as determinative as that. It may make
various incommensurable standards relevant (a rope’s strength and ats
weight ...}, Indeed, the context may not even make it clear whether someone
wants a decorator or a rope. Then you are faced with a genuine uncertainty
arising from linguistic indeterminacy. But context dependence would make
the application of linguistic expressions radically indeterminate only (1) if
people were typically ignorant of the relevant and important features of the
context in which an expression was used, or (2) if those features typically left
facts such as whether someong needs an artist, a decorator, or arope unclear.
sinee netther (1) nor (2)1s the case, indeterminacy claims that merely poinlt
out the context dependence of meaning are not radical. It does not matter if
an indefimite range of different contexts could be imagined for a particular
use of a word, as long as there are reasons for deciding what contextual fac-
tors are relevant to applving the expression,

S0, even though 1t s risky o generalize about contexts, we should not
underrate the extent to which they make meaning clear —just think how, if
someone asks the meaning of an odd word, we instinctively ask for the sen-
tence in which it was used. A context can even determine when somebody
means something other than what they said. Here is an example, ironically,
from the papers of (. 5. Perrce, one of the founders of the philosophy of
indeterminacy:
no sign can be absolutely and completely indeterminate . . ¥
# Though the wrting 15 unmistakable this should be “determmate’, (Editors” note )™
Peirce’s editors were right: the context in which the sentence appears makes
Il determinate that he meant that no sign can be “determinate’

AN example of ambiguity discussed by Mark Sainsbury in Legical Forms {(Oxlond:
Blackwell, 1L ), 35,

“ Collected Papers of Charles 5. Peirce, ed. Charles Hartshome and Paul Weiss { Cambridpe,
Mass.: Harvard University Press, 1934, sect, 5,506,
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5. Witigenstein

Some proponents of legal indeterminacy have followed Saul Kripke in inter-
preting Wittgenstein's remarks on following rules as posing a sceptical para-
dox;™ thewr opponents argue that they have been confused by a musleading
philosophical guestion, and that Wittgenstein, far from answering that ques-
tion sceptically, wanted to dissolve confusions that underlie the guestion,™
Fredenck Schaver, meanwhile, has argued that Witlgenstein's remarks show
that formulated rules are not radically indeterminate, but unformulated
rules are.™

The scenario that leads to all this perplexity is simple: suppose that you are
teaching a pupil who has learned to count, and is now learning to recite the
even numbers, Evervihing goes smoothly as far as 1000, after which the puml
says “L004, 1008, 1012°. You find yvourself at a loss, because all the examples
of adding 2 which you had given {and which the pupil had mastered) seem
unable by themselves 1o determine that 1002 comes after 1000, You meant
them to be examples of *add 27, but they could just as well have been ex-
amples of, for instance, “add 2 as far as LK), and then add 4. It seems that
something extra is needed to connect a rule like *add 2° with instances of its
application, What can that something extra be?

This phalosophical guestion ("What connects a rule with its apphcations?’)
has consequences for the indeterminacy debate. On the sceptical interpret-
ation, Wittgenstein is pointing out that, because there is no extra something,
there is an unbridgeable gap between arule and its applications. That is to say
that there is no such thing as rules: “There can be no such thing as meaning
anything by any word. Each new appheation we make 15 a leap in the dark;
any present intention could be interpreted so as to accord with anyihing we
may choose to do.™ The sceptics deal with this paradoxical situation by say-
ing that the consensus of a community licenses us 1o lalk asif a rule existed:

¥ 8o Charles M. Yablon, "Law and Metaphysics” (1987) 96 ¥ale Law Jowrnad 613: Sanford
Levinson, “What do Lawvers Know {And What do they Do with their Knowledge )7 Comments
o Schimuer and Moore' (19855 38 Southern California Law Review 441, 447-3; Badin, *Recon-
sidering the Bule of Law®, n. 1 above; Christopher L. Kute, “Just Disaereement: Indelerminacy
and Rationality in the Rule of Law™ (19494} 103 Yafe Law Jowrsal 997,

= Scec Bran Langille, “Revolution wathowt Foundation: The Grammar of Scoepticism and
Law” (1988} 33 Mol Law Jowrnal 451; Scoll Landers, “Willgenstem, Realism and CLS:
Undermining Bule Scepticism” (19900 9 Law ared Plilosopiy 177 Bran Bix, Law, Largooare
v Lol Deteravingey (OxTond: Clarendon Press, 1993); 38541, Andres Marmor, Tnisrpreiaiion
ard Legal Theory (Oxford: Clarendon Press, 1992), 146-54. These legal theorsis draw on the
noi-seepical response o Krpke developed by G P Baker and P M. 5 Hacker in Scepaicism,
Redles and Language (Oxlord: Blackwell, 1984) and Witgeastein: Rides, Gramimar and Necessity
(xlord; Blackwell, 1945,

¥ Plaving by e Baldes, . 16 above, 648,

o Baul Kripke, Wingensicin on Bules and Private Longuage: An Elementary Exposiiion
(Crlord; Blackwell, 1982 ), 53,
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‘Tollowing a rule” is another way of saving ‘doing what members of the
community say s following a rule’

The non-sceptical interpretation claims that Wittgenstein was tryving to
dissolve a philosophical muddle rather than to generate one. The remarks on
following rules are an articulation of the relation between meaning and use
that Wittgenstein pointed out, On this view, he was not arguing that nothing
bridges a gap between rule and appheation; he was arguing that understand-
ing the rule *add 27 is knowing how to use the examples that the teacher
gave." You could understand ‘add 27 and vet not be able to count to 1000, or
know that “1000, 10027 15 an application of the rule {because the teacher has
told you so) without understanding the rule. But understanding the rule and
knowing its appheations need nothing to connect them: you cannot know
how to count to 102, and understand the rule add 27, without knowing that
000, 10027 is a correct application of the rule. So learning a rule is neither
fnding something to bridge the gap, nor merely happening to do the same
thing as other people, but grasping a way of using the examples that the
teacher gives.

Understanding this debate is basic to understanding the problems of law
and language, because the philosophical question about what connects arule
with its appheations amounts 1o the question of what connects a word with ity
applications {as both Kripke and the non-sceptical Wittgensteinians recog-
nize ). We have a rule of calling baby dogs “puppies’. It is not just a habit —we
tell children that that 1s the night thing to call them. 11 a chald calls a kitten a
‘puppy’, it is not just unusual, it is wrong. The debate over Witigensicin's
remarks on rules 15 a debate about what makes 1L wrong to call a kitten a
puppy’, just as it is a debate about what makes “1000, 1004" wrong when vou
are counting by twos,

If the nom-scephical view 1s correct, Wittgenstein cleared away the miscon-
ception that something other than the rule determines what counts as an
application, but he did not suppose that if nothing other than the rule deter-
mines its applications, its applications are indeterminate. He cleared away
the misconception that philosophers have the job of finding the something, if
there 15 anything, that meduates between the word “puppy’ and baby dogs.
This has consequences for some of the views that we have surveved:

1. The imterpretive orthodoxy, for all the consensus, 1s mistaken: as Wittgen-
stein put it, ‘there is a way of grasping a rule which is nof an interpretation’™

o

Ol Baker and Hacker: ‘we define the series 27, for example, in terms of the sequence
Co SR, DO, TO0Z, 10047, The rule and s application are imernally related, for we define the
concept “Iollowing this rule™ by reference to this result,” Witgenstein: Kules, Cerrammar and
Mevessity, n, 64 abowe, 148,

=P 201, John MeDowell has made & persuasive argument against Kripke's views thal
focuses on this point, S¢e, “Witlgenstein on Following a Fule’ [1984) 58 Synshese 325,
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That remark is an obstacle, which no one has cleared away, to the use of
Wittgenstein's remarks to support scepticism about rules,

2. Seeptical claims that nothing guarantees that a decision has followed a
rule are put to rest.™ They are claims that there is no bridge, where in fact
there 1s no gap.

3. The critical predicament evaporates. In some circumstances, particular

actions can and should be criticized for failing to follow a rule {if the rule
ought to have been followed ) —or, equally, for following a rule (if the rule
ought not to have been followed).
It scems that the non-scephical view, i1t s nght, defeats not just radical prac-
tical indeterminacy claims, but all theoretical indeterminacy claims. But if
the sceptical view is right, Wittgenstein's argument &5 a theoretical indeter-
minacy thesis: he has shown that there could only be rulesif there were some
unimagined connection. There is none, but we are licensed to talk as if there
were Tules when there 1s something like a connection —the consensus of a
community. Rule-following is essentially social.

[t is easy to see the attraction of the social view for people interested in law
and language. Languages are socual practices, and law s a social practice, and
so their rules must be social practices. A rule is not a legal rule if it has norole
in the practices of a society, The only mistake is to jump from those propos-
itions (o a view about the connection between rule and application. That s, it
15 tempting 1o jump froer questions such as whether there is a rule, what it s,
who made it, who follows it, and 50 on (which are questions of social fact ) o
the question of what connects a rule with its applications {which is a philo-
sophical question), and to conclude that the philosophical question is a ques-
tion of social fact. Note that Wittgenstein's discussion 1s not about whether
the rule that the pupil was supposed to apply was “add 27, nor is it about
whether HK2 comes after 1008 when that rule 15 applied. Wittgenstein's dis-
cussion takes it for granted that the answer to both those questions is “yes'.
The question is more basic: what connects *1000, 1002 with the rule “add 27
Wittgenstein's technigue in such a situation was to resolve the confusion that
leads a philosopher to ask the question.™ The sceptical view supposes that
the philosophical guestion should be changed into a question of social Tact;
Lhe non-sceptical view 1s that the question 1s based on confusion.

Margaret Jane Radin makes the jump from the social nature of law and
language to the social view of rule-following, She characterizes Wittgenstein
as a rule-sceptic™ who thought that rule-following is “an essentially social
phenomenon’.™ She does not mean simply that social rules (such as the rules
of law and of language ) are social pracuces, but that there 15 no such thing as

i

e Carlson, in lext abuove al n, 42, of4T,
o Reconsiderning the Rule of Law', o, Labove, T98 (L1 240],
< Migd, TR (L1291 ),
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a rule unless people agree in following it: *Rule-following can only be under-
stood to oceur where there s reiterated human action both in responding to
directives and in observing others respond.™ This seems to say that no action
can follow a rule unless there is a community that says that it does. That scep-
tical view of the social nature of rules cannot be right: if you live alone with a
cat, and make it a rule to give her breakfast before you make yours, vou are
following a rule even if no one else ever inds out. There 13 no community con-
sensus. Even if you and the cat form a community, you do not need her agree-
ment to follow that rule. What if we say that vou form a community of one, or
that there is a hypothetical community of people like you who would coun-
terfactually agree on what is an application of the rule? Then we dissolve the
notion of a community, and admitl that an action can follow a rule, or Tl to
do o, without any consensus.

In your practice of giving vour cat breakfast first it is true that there are all
sorts of manifestations of what vou have learned from yvour communily —
the notion of duty, the notion of the interests of a cat, the notion of break-
fast . .. We learn what rules are and how to follow them from being part of a
real community: but that does not mean that following a rule is doing what
the community savs, Perhaps some who take the social view of rules simply
mean Lo point out that we learn the general practice of following rules from a
community —that we acquire the concept from a community. Or they might
argue, more strongly, that that is the enly way it is possible to learn how to fol-
low rules. To reduce the social view o either claim would change 1t signifi-
cantly from the sceptical Wittgensteinian view. If the social view of rules
simply pomnts oot that you learned to follow rules from your community, or
even if it argues that that is the only way to learn to follow rules, the social
view would be watered down to something gquite distinct from a view abou
what rules are. It would become consistent with the non-sceptical view thal
the question of what connects a rule with its applications is not unanswerable,
but misconceived.

Radin herself, it seems, does not need o adopt the sceptical view on rules.
Her position on Wittgenstein can be seen as much weaker than the sceptical
view, because she only uses the discussion to refute “tradibional formalism™
about rules. The formalism that Radin opposes claims that rules can be
applied by deduction, at least in core cases.™ No one appears (o hold that
view, which would be absurd, IF T ask you for an apple, and vou choose an
apple from the frunt bowl, vou follow a rule.™ But you need not make a deduc-
tion. Deductions need premisses, and here yvou omly have an apple, “Thisis an
apple” could itself state a premiss in a dedoction, but 1t 1 not a deduction.
Could a traditional formalist say that it is necessarily the conclusion of a

* . M Ibad. T9Z (L L 284}, * Tbid, T93 (L L 285),

" For qualification of this ¢laim, s¢e Ch, 6.3,
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deduction, in which the premisses are propositions such as “every object that
has such and such characteristics is an apple’, and “this object has such and
such charactenstics™? No, because an absurd regress would result: the judg-
menis that this is an object, and that it has any particular characteristic, would
become conclusions of other deductions premissed on the conclusions of
other deductions . . . As Hart wrote, "Logic is silent on how to classify par-
ticulars,”™ If formalism is the view that classitying particulars is a process of
deduction, Radin does not need rule sceplicism Lo attack 1t

It seems that the social view of rule-following is not a radical indetermin-
acy thesis, but a theoretical indeterminacy thesis.™ In the social view a com-
munity could have a firm consensus., Like Stanley Fish, a sceptical interpreter
of Wittgenstein could think that community consensus governs in a very
strong sense what can be called *following a rule’. The fact that the theorehe-
ally sceptical social view of rule-following can lead to just as much practical
determinacy as the non-sceptical view becomes important in Frederick
Schaver’s approach to the debate. His conclusion is that something is needed
to bridge the gap between rule and application, but since evervone agrees
that there are actions in accord with a rule, that somethimg must be there,
And it does not matter what it is. This approach has a sensible ring: it relies
on the difference between practical indeterminacy and theoretical indeter-
minacy, and postulates that the latter does not matter. Bul the approach runs
into some bewildering problems.

Schaver emphasizes, and attnibutes to Wittgenstein, the claim that there 1s
no unigue correct answer to the question, “What number comes next in the
series 1000, 1002, 1004, 1006, 7™ The answer could be 1008, or 1019, or
anything. Schauer says that the point 15 that “something other than the pnor
numbers in the series makes 1008 correct and 1019 incorrect”,™ and that the
debate over rule-following is about what that ‘something other” 15, 5o, like
the sceptics, he thinks that something must e a rule Lo its applications, if
there are to be rules.

But Schaver s not a sceptic. He says that if the senesis accompanied by the
verbally formulated instruction, “always add 277, then “1008 becomes the
right answer, and 10149 is simply wrong”.* He admits that this gambit seems to
miss Wittgenstein's poant, and that we mught ask why “always’ could not mean

TOEP AT, In the same essay Hart wrote that in the penumbra of application of a legal rule,
‘men cannot live by deduction alone” (82, sceming (o suggest that men can ‘live by deduction
alome” in the core of apphcation of a rule. That suggeston is simply misleading, as the rest of
Hart's essay shows.

= Thus Badin savs: “Although the Wilttgensteinian view thus certainly admils that there ¢an
B action determuined by g rule, s oot the kKind of determined-ness required by, . the trad-
ibional formalse conceplion of (he nature of moles.” *Reconsidenng the Bule of Law', n. 1
above, 292

" Plaving by the Rudes, n, 16 above, 65, # 1hid, U i, s,
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‘but if ;> 10604, add 13°. His response is that any reason will do: “The reason
it couldn’t, of course, 18 again the topic of the debate about what 101s that sup-
plies the benchmark for following or breaking a rule of language, where the
very characterization of that bedrock guestion makes it circular and gues-
tion-begping to answer the question in terms of the existence of rules of lan-
guage.™ This response is actually a crvptic tautology: the topic of a debate
about X is X. 50 Schauer s only saying that the reason why a particular appli-
cation is in accord with a rule is *what it is that supplies the benchmark for fol-
fowing or breaking o rede’. This is a significant tautology, because it is
important to Schauver’s approach that he does not need to specify a reason.
The reason can be ‘community practices or agreement, 1o refer (without
endorsement) to just one possible answer™.™ Bul there must be something
that makes “always” mean always, and once it has done so, rules of language
can be the foundation for legal rules,

There are three interconnected difficulties with Schauer’s argument:

1. “Always add 2" is exactly as vulnerable to a sceptic as is ‘give the nexi
number mn the senes 0, 2, 4, 6, .., 1000, 1002, 1004, 1006, ...". The pomt of
Wittgenstein's discussion is that we could not explain the meaning of “always
add 2" any better than by giving examples and saving “and so on’, 50 "always
add 27 cannot *entrench’ the rule if *give the next number m the senes (0, 2, 4,
6, .. LOOD, TOOZ, 1004, 1006, .7 did not. This is the fact that Schaver was
alluding to when he admitted that his argument seemed to miss Wittgen-
stein’s point. His response is just to imply that it does not matter.

2. Schauer sees the “verbally formulated instruction’ {or *lingwistically for-
mulated direchion’, or “specihic mstrochon in language™ ) “always add 27 as
enirenching the rule that is expressed by ‘something other than the prior
numbers’. But ‘give the next number in the series (0, 2, 4, 6, ..., TR, 1002,
L1004, 1006, .07 s verbally formuolated, s hinguistically formuolated, 15 an
instruction, is a direction, and is specific.

3. A contradiction emerges: ‘there 15 no umgquely correct answer’ Lo “whal
comes next in the series 1000, L2, 1004, 1006, .77, so ‘something other
than the prior numbers in the series makes 1008 correct and 1019
meorrect ™™ I somethimg makes TOUS correct, 1t 15 not the case that there 1s
no uniquely correct answer, Of course, the right choice is to say that 1008
i funigquely) correct —and this seems to be the allernative Schauer would
choose. In a footnote he savs that in “1000, 1002, 10404, T there is a
rule — ... "add 2", though the rule does not *emerge uniquely from the series
isell”.

Evidently, applications of a rule may be correct in the absence of an
entrenching formulation. The very meaning of a formulation, we might say,

= Plaving by the Rides, n, 16 above, 5 Thied, = Thael, &7, B P,
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is such a rule.® Schauver says that “The divergence between rule and justifica-
tion, a divergence 1 take to be crucial to understanding the idea of a rule, is
possible only if formulated generalizations can have meanings differing from
the result that a direct application of the justilication behind a rule would
generate on g particular occasion.™ That seems to be true — but it would be a
different matter to show that enfy a formulated rule can have a different
result from the direct application of its underlying justification. And Schauer
does not do so; by characternzng Wiltgenstemn’s discussion as having to do
with formulations, he concludes that unformulated rules are left wnex-
plained. In Schauer’s view, the message of Wiltgenstemn's discussion is that
“The ability to explain the constraints of an an formulated or unformulatable
rerle 15 a difficult task, and one quite different from the task of explaining the
potenhal constramt of a formulated rule.™ Schauver himself goes on 1o show
that there is nothing particularly difficult about explaining constraint by
unformulated rules.™ He says, for example, that an unformulated customary
rule reflected in the normative practices of a communily can exist ‘in the
same way for that community as does a rule that actually has a canonical
mscriphion”.” And he develops a theory of precedent that demystifies the
constraint of unformulated rules.” After repeating the claim that Wittgen-
stein showed that constraint by non-formulated rules s mysterious,”
Schaver shows that, even il the generalizing characterizations (Le. purported
rule formulations) of the precedent-setting court have no effect on the law.,
precedents can constrain: some generalizations are ‘more possible than
others™™ A precedent can be characterized as an instance of an indefinite
variety of different rules, but subsequent decision-makers may have com-
pelhng reasons for takimg 1t to be anoinstance of one rule rather than another,
Schauver uses the example of Donoghie v. Sievenson.™ which imposcd liabil-
ity om a manutacturer of contaminated ginger beer for harm to a consumer. It
would be wrong for a subsequent court to take that decision as an instance of
a rule that imposes hability only on manufacturers of ginger beer, and It
would be wrong to take 1t as an mstance of a rule that imposes hability on
everyone who causes harm to another. Schauer concludes that “nothing
about precedent-based constraint uniquely differentiates it from rule-based
constramt™.™ This gives a quietus to the cliam that the constramt of unformus-
lated rules is difficult to explain and different from the constraint of formu-
lated rules. In fact, it seems that there is no basis even for saying that common

= O whether the meaning of & wornd 15 a vale for s use, see Ch, 6.3,

8 Plaving by the Raldes,n. 16 above, 61, # Thid. 67, . 6871

= Thad. 71.  bad, 181-7.

= the ability v identify the rule-based constraint in a series without a formulated gener-
alization is deeply problenatie.” Thd. TH3,

* 1had. 186,

HO|TEAZ ] A S62,
" Plaving by the Kudes, 0, 16 above, 187,
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law rules are necessarily more indeterminate than rules with a canonical for-
mulation: with all its indeterminacies, the rule that the defendant shall be
liable when the facts are similar to those in Doncghue v. Stevenson 1s as deter-
minale as many provisions in written constitutions, or even in statutes regu-
lating contractual obligations,

6. Conclusion

There are no radical indeterminacy theses. Not only do radical indetermin-
acy claims implicitly contradict themselves; people who make them regularly
contradict them expheatly, and turn them into theoretical indeterminacy
claims. Theoretical indeterminacy claims are consistent with the sort of thor-
oughgoing practical determinacy that, for example, Stanley Fish asserts, And
conversely, Hart’s distinetion between core and penumbra 1s consistent with
widespread linguistic indeterminacy and legal indeterminacy.

Can we draw any general conclusions from a survey of indeterminacy
claims? All we have established 1s that everyone more or less agrees, some-
times in spite of themselves, with Hart's platitude that there are clear cases
and unclear cases ol the apphcation of inguistic expressions, The very greal
theoretical differences over the nature of clarity have not been resolved, and
it is unclear how much is clear.

We can stll learn some important lessons, First, judges and theorists
should be modest in making claims of determinacy. Judges in particular
should not take refuge mn claims that the plaon meanming of words compels a
decision. But by the same token, if they do not want to do what, for example,
a statuie says to do, they should not take refuge in claims of indeterminacy,
or claims that they are interpreting the words of the statute.

Theorists should accept that the application of linguistic expressions, in
context, is sometimes determinate; this book supports the claim that the apph-
cation of vague expressions is sometimes indeterminate —a claim that would
make no sense if the meaning of language were radically indeterminate,

The survey of indetermmacy claams suggests a further pomnt which can be
made here, and which ought to be kept in mind in discussing vagueness in
law. Tt is possible to know that the linguistic formulation of a legal rule
apphies te the facts of some cases, but that mundane knowledge does not tell
a judge what to do. Knowing whether the case fits the formulation of a rule
does not even tell the judge what the law requires: the judge also needs to
know whether the law requires that the rule be applicd. And knowing that, in
turn, does not tell the judge whether the word ‘just” applies to the result, Lin-
guistic determinacy should not mislead judges mto thinking that it wall even
be possible to make a just decision in every case. Though *just” and *unjust’,
too, have some clear cases.
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Sources of Indeterminacy

IF the application of language is not generally indeterminate, what particular
indeterminacies are there? Addressing that question offers opportunities to
clarify some terms and to invent and discard others. Untangling the phenom-
ena may also dispel the sense that it s unelear what vagueness and indeter-
minacy are, or that there may be more to them than we realize.

But the main purposes of this discussion are (1) to explain what is meant by
‘vagueness' lor the purposes of this book, (1) to explam why I focus onmmpre-
cision, and (iii) to provide the groundwork for an argument that vagueness in
the law leads to legal indeterminacy. An additional purpose 15 to introduce
what 1 will call the “similarity model”, which claims that the most useful way

to understand vague expressions is to think of them as applyving to objects

that resemble paradigms sulficiently in relevant respects. That approach
yields a vague account of vague language. It does not deserve the label
‘theory', because the notions of sufhciency and relevancy are open-ended.
Those notions are croctal o an understanding of vague language, and they
are both vague and, in a sense to be explained below, indefinite.

1. ‘i-’aguem:-ﬁﬁ: Introdnction

An expression is vague if there are borderline cases for its application. Maost
of the job of an account of vagueness 1s 1o explain what borderline cases are.
Wu can start to flesh out the notion by scrutinizing a vague definition of

rague” offered by H. P, Girice: “T'o say that an expression is vague (in a broad
sense of vague) 1s presumably, roughly speaking, to say that there are cases
{actual or possible) in which one just does not know whether to apply the
expression or towithhold it, and one’s not knowing is not due to iLn orance of
the facts.” We can call the “cases” Grice refers to *borderline cases’. The def-
inition needs two m‘:rmrldnl Lllli'llljli.:HIIl'll'I?:-. and a caveat,

The first gualification s that we ought to leave open the question of whether
the uncertainty in borderline cases corresponds (o indeterminacy in the

U Kieeelies v the Wy of Werds (Cambridge, Masse: Harvard University Press, 19899, 177, The
defimition is useful even though Grice was only trving w pin down a putative claim thal ondinary
language s wnlit for concepiual analysis bocause it s vague, CL Mark Sainshbury: "A vague word
admits of borderline cases, cases in which we don’t know whether Lo apply the word or nol, even
though we have all the kinds of information which we would normally regard as sufficient 1o
seltle the matter,” Paradoxes, Znd edn, { Cambridge: Cambndge University Press, 1995), 24,
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application of an expression, or is just ignorance of something that is
determinate. To assume indeterminacy would beg the question against the
‘epistemic’ theory of vagueness (see Chapter 6}, 50 we need to be clear about
what it is that we do and do not know in a borderline case. It the vague word is
“all’, we should say that a borderline case 1s one in which, even il we do know
how tall someone is, we do not know whether to say that they are tall or not all.

The second gualification is that one’s not knowing whether to apply the
word must not be due toignorance of the meaning ol the expression: "bald” 15
not vague just because someone learning English does not know whether to
apply it toa man with no hair. This qualification has important consequences:
il we think that it is possible to know the meaning of *bald’, and not to know
whether it applies to some man, then we must distinguish between knowing
the meamng of & word and knowing 1ts correct appheation. T wall argue that
nothing more precise can be said about the connection between meaning and
correct application than that a vague word correctly applies to objects that
are sufficiently similar in relevant respects to paradigms of its application; for
this purpose, we can think of knowing the meaning of a vague word as know-
g paradigms, and knowing how to use them.

The caveat about Grice's definition is that it 18 extremely broad: it applics
tor what we might call pragmatic vagueness as well as semantic vagueness,
Not knowing ‘whether to apply” an expression may mean (1) not knowing
whether astatement applying it would be true, or {ii) not knowing whether it
would be appropriate in the circumstances to make such astatement. If there
15 only a little coffee in the cotfee pot and you ask me if it is empty, it would
be clearly true, in a sense, 1o say, ‘iUs not empiy’, but it may be unclear
whether 1t 15 appropriate (1f there 15 only a drop of coffee, 1t will be clearly
inappropriate ). 1 will call problem (1) “semantic vagueness’, and problem
(1) ‘pragmatic vagueness'. Vagueness in GOrice’s sense includes both; T will
call it “vagueness in the broad sense’

Orrdinarily, people use *vague” to describe not expressions or concepts, but
uses of language, such as promises, allegations, descriptions, threats, and
insinuations. “Yague' in this sense means something like uninformative or
imcomplete: wanting in useful details. Uses of language may be uninforma-
bive because they mvolve expressions that are vague m Grrice's sense, but
they need not. For example, we can make a vague allegation by suppressing
the agent of an action with the passive voice ("money has been withdrawn
from the pension fund”) or a nominalization (“there has been a withdrawal
from the pension fund’), or an indefinite subject {*someone has withdrawn

" Perhaps some philosophers might claim that 1o the extent that we do not know whether 1o
apply the word “lall” in known circumstances o a person whose height we know, we donet know
the meaning of (he word “tall” {although epistemic theorisis need nol say thal, and Timothy
Williamson, whose epistemic theory s discussed in Che b, docs not say that ), [do not propose to
give Lhe theory of meaning that would rebu such o clam.
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money from the pension fund’). There are any number of ways of achieving
this sorl of vagueness: express vagueness (‘roughly’), expression ol doubt
(‘maybe’}), exaggeration, understatement, self-contradiction, tautology, tone
of voice, hesitation, concessions, parenthetical verbs (1 suppose’, °1 guess’),
indeterminacy of implicature (since every formulation of conversational
maxims is vague), obscurily, irrelevance, confusion, ferseness, wordiness,
and any form of nonsense.

Perhaps the sense in which uninformative utterances are vague is the basic
sense of ‘vague’, and expressions whose application is marked by borderling
cases are called "vague’ because they lend themselves Lo use in, Tor example,
guarded promises, non-committal descriptions, and innuendoes. Toexamine
vagueness, then, would be to examine varous sorts of language that are well
adapted 1o such uses. In any case, the discussion will only indirectly address
vagueness in the ordinary sense of uninformativeness.

Iwill start wath imprecision, and then look at additional characterstics of
expressions in virtue of which they might fit Girice's definition of vagueness, 1
will look at what various people have termed “open texture’, ‘incomplete-
ness’, ‘incommensurability” (and something I call ‘immensurability’), ‘con-
testability”, and “family resemblances’, and ask how they differ from
mmprecision and, more impaortantly, how they are connected to imprecision.
A brief look at *dummy standards” will introduce a discussion of pragmatic
vagueness, Ambiguity will be mentioned, because 1t might be viewed as a
souwrce of pragmatic vagueness: but Twill try to distinguish it from vagueness.

2. Imprecision

The mark of vagueness 1s the apparent susceptibility of an expression to the
‘tolerance principle™ —the principle that a tiny change in an object in a
respect relevant to the application of the expression cannot make the differ-
ence between the expression’s applying and not applyving. T will call expres-
sioms 1o which the tolerance principle clearly does not apply “precise’. T will
call vagueness in the techmical sense of apparent susceptibihty to the toler-
ance principle ‘imprecision’, when it needs to be distingumshed. But ordinar-
iy Twill just call it “vagueness”. Imprecision is the typifying feature of words
that are vague in the broad sense. Expressions displaying the semantic fea-
tures that have interested philosophers of law (which they term ‘open tex-
ture’, ‘Tamily resemblances’, "‘contestability’, ete. ) are typically imprecise. It
15 possible o invent terms that display those features and are not imprecise;

bWittgenstein spoke ol a 'margin of tolerance " in his discussion of the * Problem ol the Heap?
in Phelosophicel Grammor (Ostords Blackwell, 19747, 236, Crspin Wright used the werm toler-
ance’in - Language-Masiery and the Sontes Paradox”, in G, Evans and ). MeDowell {eds, ), Trish
arted Meawing (Osford: Clarendon Press, 1976), 223, 2249,
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but imprecision is the commaon, characteristic feature of vague words in nat-
ural languages.

The tolerance principle generates a paradox, which we canillustrate using
‘bald”. If the tolerance principle applies to *bald’, then any bald man will still
be bald if he grows one hair. We can call the number of hairs on the man’s
head a “‘dimension” for the application of *hald’, because a sufficient change
on that dimension will affect the application of the word,* We can represent
Lthe tolerance principle as follows, where x 15 a man with » hairs on his head:

Forany n,if x_is bald, then x_ s bald,
Of course, ¥ is bald. S0 if the tolerance principle holds, we can substitute 0
for # and apply modus ponens, to yield the (true) conclusion that x, is bald:
x, is bald.
If x, is bald, then x is bald.
¥ 15 bald.
The tolerance principle applies in turn tox, (because any man who is bald will
stall be bald if he grows a haw ), so x 18 bald as well. In fact, the tolerance prin-

ciple can be applied again and again, to generate the conclusion that a man
with a full head of hair is bald:

() x, is bald.
(1} x, is bald.

(2} X is bald.

{150,000} x 15 bald.

AR

The series from x tox 08 a sorites series’, | will use “x” throughout the
book for a case 1n a sontes senes, with a subscnpt to mmdicate the number
the series.

The conclusion, { 1500007, is paradoxical; it s false, yel we seem to have
reached it by valid reasoning (repeat applhcations of modus ponens), from
true premisses (the ‘categorical’ premiss that x is bald, and the “conditional’
premiss provided by the tolerance principle).

Lepgal theorists have been much concerned with borderline cases, but they
have not dealt with the tolerance principle. If apparent susceptibility to the
tolerance prnciple 1s the standard marker of vagueness, what 15 1ts relation
with the notion of borderline cases (which 1 used to define *vague™)? This is

Lo not think than there is a determinate setof dimensions for the application of all vague
words, or even that for any vague word F, there is necessarily a property O that has the de-
numerable character of a property like number of hairs, or heighi . . . 1 do not know of any
such G for a word like “predty’, alithough il is casy o formuolate sonies paradoxes using such
expressions; see Ch, 7.1,



Sowrces of Indeterminacy 35

puzzling, becavse the two notions seem logically inconsistent: it seems that, if
the reasoning from () to { 130,000 ) above were valid, it would not mclude any
propositions that are any more doubtful than the proposition that a man with
no hairs on his head is bald, And if we reflect that the tolerance principle
seems as applicable to ‘clearly bald™ as to *bald’, then the tolerance principle
seems to rule out borderling cases.”

The feature thal connects the tolerance principle with borderlne cases s a
characteristic feature of vague expressions: that there seems to be no sharp
boundary to their application. The tolerance principle is an assertion of the
no-sharp-boundary claim: borderline cases are cases that are puzeling
because we cannot identify a sharp boundary. We defined borderline cases in
a way that takes no stand on whether the tolerance principle holds, but in
such a way that it appears 1o hold. If we could identify a counter-example to
the tolerance principle, of the form

x is bald, but x| is not bald,

then there would be no cases (within the domain of this sorites sernes) in
which we would not know what to say. For nsi. we would know tosay that x|
15 bald, and for fzi we would know to say that x_is not bald,

Perhaps we can recongile the notion of borderhine cases with the tolerance
principle if we can find a way of saying that (1) is true, that {150,000} is false,
and that somewhere in between there are propositions which are neither true
nor false, or not completely true and not completely false, or whose truth s
indeterminate, or something similar,

The problems that the sortes paradox raises for an understanding of law
and adjudication are identified in Chapter 4. The most important obstacle
those accounts face 15 ‘higher-order’ vagueness, Whatever description
philosophers of logic ind for borderhne cases, 1t seems that the tolerance
principle will apply to that description as well. Losing or gaining a hair should
not mike the difference in the application of phrases such as ‘borderline case
for “bald™", or “clearly bald’, either. There are cases in which one would not
know whether to apply those expressions—that is, there are second-order
borderling cases. Philosophers use the phrase “second-order vagueness’ to
describe the apparent absence of sharp boundaries between clear cases and
borderline cases, They use ‘higher-order vagueness” for the apparent
absence of boundaries at the second order or higher. Chaptler 5 will try 1o
support the view that we should neither deny higher-order vagueness, nor
assert a partucular number of orders of vagueness, nor assert that a vague

AN x, 1% clearly bald.

' x, is clearly bald.

(3 1, i5 clearly bald,
(150000 v ds clearly bald.
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word is vague at all orders. Chapters 5 and 6 will argue that a legal theory
should not be based on an attempt to solve the paradox.

The Vagueness of Comparatives

Just as we may not know whether to call A bald”, we may not know whether
tovcall A *halder than B, The vagueness of comparative adjectives will play
an mimpaortant role mm the argument (seen particular Chapter 7.3). IT A 15 a
borderline case for *bald’, it is unclear whether Ais bald: it A is a borderline
case for ‘halder than B, it 15 unclear whether A is balder than B. It *balder
than’ is vague, that means that there is no precise answer (o a question of the
form *“How bald is N7 We can make the reasonably safe assumption that if a
comparative adjective 1s vague, then tor any object A, there s some actual or
possible object B such that we would not know whether to apply the compara-
tive adjective to A as compared with B, Given this assumption, the vagueness
of a comparative adjective entails the vagueness of the cognate posilive
adjective.” Common nouns like ‘table’ have contrived comparatives like
‘hetter candidate for the appheation of “table™’, or *‘more clearly a table’;
vagueness in those pseudo-comparatives entails that the noun is vague.

We can formulate sorites paradoxes for vague comparatives just as we can
for vague positives. Imagine that A1 hairless, and that B has a bat of har, so
that A is balder than B. The conditional premiss (1.e. the tolerance principle )
in the comparative form of the paradox takes the form of the proposition
that, after a trivial change, A will still be balder than B. Note that the premiss
15 false if the comparative is precise—if, for example, the only criterion of
baldness 15 number of haws, and everyone necessanly has a deternunate
number of hairs. But if *balder” is vague, the conditional premiss scems
attractive — it may not be the case that A becomes just as bald as B precisely
when A acquires the same number of hairs. Imagine that A starts regaming
his hair, and let # be the number of hairs. If the tolerance principle holds, it
hcenses deductions from each of the following premisses to the succeeding
proposition in the series:

(1) A is balder than B.
(1) A is balder than B.
(2.) A is balder than I3,

(150,000) A is balder than B,

1% E0Ed

This sontes reasoming with comparatives 1s paradoxical in the same way as

* We can demonsteste this point using “bald®s i bald” were nod vague, we would be able toiden-
tify an sctual or possible bald person, A, who is less bald than or just as bald as any olher hald
persen, and balder than any non-bald person, Butif *balder” werevague, there would be some other
actual or possible person, B, concernimg whom we woubd not know whether A = babder than B.
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sorites reasoning with positives: it leads to the false conclusion that A is still
balder than B when A has much more hair than B.

Even if a comparative is vague, there are real or hyvpothetical domains
within which there are no borderline cases for its application: ‘red’ is vague
because it may be unclear whether a pinkish-red patch is redder than a
purplish-red paich, but we can make a series of patches that change gradually
from clearly pink to clearly red, in such a way that each successive patch 15
clearly redder. Within that domain there are no borderline cases for ‘redder”:
every ohject is either clearly redder than or clearly not redder than
every other object, But there are borderline cases for ‘red’. The vagueness of
comparatives 15 discussed in the section below on incommensurability
(Section 5), and in Chapter 7.

3. Open Texture

As a term for the presence of a core of certainty and a penumbra of uncer-
tainty in the application of general words, Hart introduced the term “open
texture” to jurisprudence.” It seems that Hart was scarching for another
metaphor that would support his notion of ‘imterstitial” law-making.® Perhaps
the best interpretation of his vse of the term is that he was looking for a term
for vagueness in the broad sense. If that is what *open texture” means, this
book 15 aboul open texture.

Hart borrowed the term from Friedrich Waismann, who used it to describe
a feature of the meamng of words like “chair’ that Wittgenstemn had pointed
out: that *the application of a word is not everywhere bounded by rules’
There is no answer o a question such as whether the word *chain” applies to
something that s hike other charrs, except that 1t disappears and reappears
now and then."

Wittgenstein did not try to define vagueness, and he did not talk about
open texture. Waismann wrote that open texture should be distinguished
from vagueness, as ‘something like possibility of vagueness’." Legal philoso-
phers following Hart have fastened on Waismann's distinction, and struggled
to make something of it The distinction disappears by stipulation for the

TOL Chovinl; EXP 274, B oSee FOP Iniroduction” 7, TP REG R
T Waismann, “Verilability®, in AL Flew (ed ). Logic and Longoage, 1510 ser. (Oxford:
Blackwell, 19523, 117, 1210,

C e Amdrot Marmor, Interpretaiion and Legal Theory (Oxtord: Clarendon Press, 1992),
132 wagueness should be distingushed from apen weiture. .. Even terms which are nol vague
are potentially so L Michael Moore, “The Semantics of Tudging” {1981 34 Soulern California
Law Review 151, 200 “open texture 5 only the possibility of vagueness”, Frederick Schaver,
Playing by the Redes (Oxford: Clarendon Press, 19917, 35 In contrast o currenily identifiable
vagueness, open exiure is the possibility that even the least vague, the most precise, term will
e oyt Lo be vague ., .
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purposes of this book: like Grice, Lhave defined “vague™ o apply to an expres-
sion 1f there are actual or pessible borderline cases of its application. That
stipulation seems (o cost us nothing, because no one has ever shown that the
distinction has any consequences at all for jurisprudence. And, in fact, open
texture and vagueness cannot be distingwished as properties of the meaning of
expressions by the contingency of whether there are actual borderline cases.
MNothing about the meaning of ‘bald” depends on whether borderline cases
happen toexist. Inany case, there 1s so much actual vagueness in law that pos-
sible vagueness does not need to concern us, and I will not use the term “open
texture’,

There is one respect in which Waismann’'s notion is useful, however. His
concern was 1o show the essential incompleteness of empirical descriptions,
Loy argue that venhcation of empinecal proposiiions 15 impossible.' The
notion of incompleteness is itself important for understanding vagueness —
but it is important for understanding actual and not just possible vagueness.

4. Incompleteness

Suppose that a provision conferring criminal jurisdiction on a court empowers
the court to try defendants on charges that they ‘committed an offence '
the jurisdiction. And suppose that a defendant took part in an international
telephone fraud that had some connections with the jurisdiction, so that it is
unclear whether she “committed an offence in” the jurisdiction. Even if the
boundaries of the territory are perfectly precise, the phrase ‘committed in ...
seems Lo be vague. There 1s nothimg obscure or nonsensical about the pro-
vision. and in most cases it will be perfectly clear whether an offence was
commitied in the jurisdiction. But there will be some cases in which, as
Giriee’™s definibion of vagueness puts i, ‘one just does not know whether o
apply the expression [‘commutied in .. ."| or withhold it’,

We can call this form of vagueness ‘incompleteness’, because the provision
purports to answer the question of which offenders are within the jurisdiction
of the court, but that task seems unfinished, Compare the bullfrog regulation;
1S not imprecise, yebmn respect of a bullfrog with one tibia longer than 5 cm
and one shorter, or a bullirog whose tibia is pushed over 5 cm by a rare
growth, it seems that the statutory formulation gives an incomplete answer to
the question “Which bullfrogs are protected?

Completenessis the full achievement of some purpose, It seems that some-
thing can be complete only with respect Lo a purpose, and mcompleteness 15
ordinarily a feature of explanations, reports, descriptions, and 50 on. So it
may seem that it is not a feature of expressions at all, but an occasional

" %Wenifiability”, n, 1T abowve, 120-3,
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feature of (for example ) speech acts. Perhaps we can call expressions ‘incom-
plete’ by associabion with the purposes for which they are used. So, [or ex-
ample, we can say that the description “the tibia thereof is five cm or more in
length' is incomplete, because its purpose is to classify bullfrogs as protected
or not protected, but in some cases it is insuflicient for that purpose.

Mark Sainsbury has shown that the importance of incompleteness is inde-
pendent ol imprecision. Suppose that someone makes a pearl-sized lump of
pearl-stuff (call the lump P). Is P a pearl? We might say that the unclarity in
the application of ‘pearl” is different from that of ‘hald”—it does not arise
from imprecision, and does not involve the tolerance principle. Sainsbury
sees the difference as important enough that we should not say that “pearl’ is
vague, Like other philosophers of logic he uses “vague’ Lo mean ‘imprecise’,
and “pearl” does not seem o be imprecise: ‘perhaps “pearl” has as its positive
extension anything made of the correct material and formed in an ovster; as
1 negative extension anything not of the right material; and as its penumbira
pearl-sized lumps of pearl-material synthesized outside of any oyster. | sug-
gest we should see “pearl™ not as vague, but as incomplete .. .M Sainshury s
proposal 1s potentially misleading, because iU is important to see the ways in
which “pearl’ is similar to *bald’: why they are both vague in the broad sense.
samnsbury’s suggestion anses n the course of an argument that the ‘supervalu-
ational theory™ cannot give a good account of vagueness, because it treats a
vague word as associated with three sets, its “posilive extension’, 1ts ‘negative
extension’, and its ‘penumbra’. Sainsbury points out that we could stipulate
definitions of non-vague terms that are associated with such sets: his example
15 ‘minor’, subject to a stipulation that it apphies to people under 17, and does
not apply o people over 18 {1 will call ‘minor” in this stipulated sense
‘minor+T )" Seventeen-year-olds are in a “penumbra’—the stipulation says
nothing about them.

Sainsbury’s suggestion is that “pearl’ is similar to ‘minor+". He claims that
the meaning of ‘pearl” does not ‘speak to’ P. The meaning of *heap’ (of, for
example, sand), he claims, *does say something about penumbral cases™

[1 says that as a competent user yvou must recognize borderhine cases as borderline,
and hence should not confidently and without a sense of stipulation apply or deny the
predicate; and that your use remains governed by such principles as: if e is borderline
for *heap’ and fris otherwise similar except that it has fewer grains, then fiis nota clear
case of a heap”

" sainsbury,  Paradoses”, n. Labowe, 38, Onice gives an example of incomploleness as an illus-
tratimn of vagueness in Lhe briel discussion of vagueness from which T borrowed his delntion of
wigue'. His example is uncertainty as (o whether “same person” would apply to Locke and
Mestor, if Locke turned out o have Mestor's memoerics, but a different body (Stelies in the Way
of Words, n. 1T abowve, TTR). ¥ Bee Ch, 5.1 below,

# Paradoes, n, | above, 37, " Ihid, 38,
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I want to resist Sainsbury’s suggestion, on the ground that, in a crucial
respect, the meaning of *pearl” is like the meaning of *heap’ or "hald’, and
unlike the meaming of ‘minor+". It does make sense o call both “pearl” and
‘minor+" ‘incomplete’, but there is reason to sav that the incompleteness of
pearl’ (and not of ‘mmor+") 15 a form of vagueness,

In Chapter 5.5 will claim that recognizing that particular cases are bor-
derling cases i1s nor a reguirement of linguistic competence —that there may
be no clear borderline cases, and there are no paradigm borderhine cases Lor
the application of *heap’. in the sense that a clear case of a heap is a paradigm
of the application of *heap’. For present purposes it 1s enough to say that
there is no reason 1o distinguish “pearl” from *heap’ on the ground that only
‘heap” has clear borderline cases. In fact, I seems a better example of a clear
borderhne case For “pearl” than any particular collection of gramns ol sand
would be for *heap™. If I is not a borderline case, it 1s unclear what Sainsbury
means by ‘horderline case’, and why he calls ' ‘penumbral’. He deflines
penumbra’ so that an objectisin the penumbra Dt neither definitely has the
relative property, nor definitely lacks it," and that seems to be a good defin-
hon of a borderline case. P seems to be a good candidate for Gree's *one just
wouldn't know” test, and it 18 unclear why Sainsbury suggests that one
could apply or withhold *pearl” from P ‘confidently and without a sense of
shipulation’.

The point about o and § attracts a similar response: it does not distinguish
pearl’. The meaming of “pearl” does say something about P: for example, that
if it is not a clear case of a pearl, then a pearl-sized lump of stuff slightly dif-
ferent from pearl-stuff is not a clear case, Just like the meaning of *heap’, the
meamng of ‘pearl’ says that anything that resembles a paradigm better 15 a
better candidate for the application of the expression. The meaning of
‘pearl’, like the meaning of *heap’, and unlike the meaning of *‘minor+’, can be
explamed by pointing to paradigms. It seems that the difference between
‘heap” and ‘pearl” is a difference in ways in which it may be unclear whether
an object 15 sufficiently similar to paradigms. That 15 consistent with “heap’
and ‘pearl” being similar in the imporiant respect that their meaning can be
explained ostensively —and in this respect both *pearl” and *heap” are differ-
ent from ‘minor+"." Pis hke the disappeanng chan we are not equipped wath
rules for every possible application of “pearl”. But the same is true of “heap”.

What 1s more, there is reason to think that ‘pearl” is imprecise in just the
way that Sainsbury denies, when he claims that we should see it as incomplete
and not as vague, The reason s that we could place I in a sorites series from

" Paradores, i 1 above, 33,

T do mot mean thal procise expressions cannol be explained by relerence o paradigms
{'micire”is g procse expression that can be explamed wsing paradigms}, The difference 1s the dil-
ference in what a speaker has 0 know about how the respective paradigms are 1 be used, in
order e understand the differemnce between, for example “that"s a metre” and That"s a child”,
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clear cases of the positive extension of ‘pearl” 1o clear cases of 1ls negative
extension.®

I do not want to deny a distinction between incompleteness and impreci-
sion: ‘minor+" is incomplete and imprecise, and it scems that any ordinary
incomplete expression in a natural language must be imprecise. To come up
with a formula that is incomplete and mor imprecise, you need tocreate a pre-
cise demarcation between clear cases and penumbral cases —whach can only
be done with precise language. We could not make up a sorites series con-
necting a 17-year-old with clear cases of the application and non-application
of *minor+’, or a sorites senes connecting the bullfrog with different-length
tibias with cases which the bullfrog regulation clearly does and does not pro-
tect. By contrast, every case with respect to which the apphcation of an ordin-
ary expression seems incomplete can be situated on a sorites series. in such a
way that it is connected by a series of insignificant increments to clear cases of
the posilive and negative extension ol the expression. [twould not be rash o
conclude that all incomplete expressions in natural languages are alsoimpre-
vise, Pisjust a borderline case of ‘pearl’.

For these reasons, Ipropose Lo treat incompleteness as an important form
of vagueness in the broad sense. It is different from imprecision, but both
meompleteness and imprecision can be thought of as puezles about the ways
in which objects must be similar 1o paradigms, in order for an expression to
apply.

5. Incommensurability

Incommensurahbility is a relation that holds between X and Y, if and only if it
15 1mpossible to measure both X and Y on some common scale. Incommen-
surability is an important feature of pracucal decision-making, since options
for action can be incommensurable with respect Lo the values that a choice
can promole. Such incommensurabilities commonly arise from the fact that
(1) options may have various atiributes that contribute to their preferability,
and (1) option A may be preferable to option B in some respects, and option
BB may be preferable in others, and (ii) there may be no way of measuring
options A and B on a single scale of preferability, because there is no way of
commensurating the different attributes. Suppose that a good rope 1s strong

* Start with a paradigm pearl. Then imagine an almost [ully developed pearl taken [rom an
ovster and given a very Uhin coating of pearl matenial, Then imagine a very slightly less-
developed pearl taken from an oyster and given a very slightly thicker coating ol pear] material
.. Phat process can be continued untl we reach P, and it can be continued past P by gradually
aliering the composition of the materal, untl we end up with something that 15 Searly nat a
prearl, We could create similar sorites series connecting other illustrations of incompletensss,
such as Locke—Nestor,
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and light. It mav be possible to create a scale on which o evaluate ropes.
using a formula that mcorporates both weight, and a measure of strength.,
But if some rope is slightly stronger and slightly heavier than another, and if
weight and strength are incommensurate, then the way in which the formula
ranks the two ropes will be stipulative: there 13 no answer to the question that
a pood formula will reveal.

Consider Joseph Raz’s example of a choice of careers, with a particular job
as a leacher (job A7), and a particular career as a lawver (job BT} as opltions.
Job A may be preferable to job B for some person in some respects (say, for
convenience, just in respect of working hours ), and less preferable in others
(say, just in respect of pay). I there is no way to calibrate these two
dimensions of working hours and pay (let alone all the other dimensions on
which the options might have differed) in the same anits, then there may be
no answer 1o the question “Which job is preferable in respect of both attrib-
utes considered together?” [ will call such oprions “incommensurable’. T will
refer to the "dimensions” that correspond to the attributes that cannot be
measured in common units, and I will call such dimensions “incom-
mensurate”,-!

Raz and John Finnis have appealed to incommensurability to make a gen-
eral attack on moral theories that seek to maximize preferences or goods (1
will call those theores ‘consequentialist’ )= The attack rejects the notion of
maximizing either preferences or goods as misconceived, on the ground that
there may be no answer to the gquestion, which of two options is preferable It
the dimensions on which a job may be evaluated are incommensurate, then
the instruction “take the best job’ 1s senseless, [ propose to accept their claim
that ophons are often meommensurably valuable, and (o consider its signifi-
cance for vagueness.™

It i1s important to see that the incommensurability claim would be mis-
guided 1f 11 were stated too generally —in the form, for example, of a claim

W e might say that working hours and pay are incommensurate dimenzions panly because
those considerations arg, in tuo, ingommensurable with respect to importange,

= Finns, NLANE 13, and Fundamenialy of Ethics {Oxford: Clarendon Press, 1983), 119; Raz,
MFch. 13

= T he nodion that options are generally commensurable with respect 1o value is nod just a con-
sequentizabist notlon—i = supporicd by, for example, Ronald Dworkin: sce “On Caaps in the
Law’, m Mell MacCormack and Paul Amselek {eds ), Controversies abomt Law's Ohtelogry
{Edinburgh: Edinburgh University Press, 1591 ), 84, and “Objectivity and Truth: You'd Beter
Bolicve 117 (199G) 25 Phifosophy and Public Affaivs 87, The obvious objection o claims of
incommensurability 15 that people do in fact choose between allegedly incommensurable
oplions, and that while they may find such decsions difficult, they doonet have the sensation of
choosing without a reason, But the fact that a person reasonably chooses A or B does not imply
that reason requires A or reguires B, even il reason requires that a choiee be made, Finnis argues
that the phenomenclogy of choice includes a lendensy (presumably now an icrational tendency )
o view the choices one has made as choiges supported by reason, Raz responds te similar objec-
tens to the incommensurability claim at MF 335400,
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that no two careers can be compared with respect to value.™ It 15 too easy o
think of careers thal would be unequivocally less preferable than either
teaching or law, even for a person for whom neither teaching nor law is
clearly preferable. Some such career (job X)) is stll incommensurable with
job A and job B (they cannot be measured on the same scale), but job X s
clearly less preferable. 1 will call A “incomparable” with B, meaning that
reason does not require a particular comparison: X s comparable but incom-
mensurable with A and with B.

So the claim cannot be that careers cannot generally be compared —on the
contrary, the claim has 1o be that careers can be compared., in such a variely
of iIncommensurate ways that attention to the relevant considerations may
not require that they be ranked in one way. If that 15 so, we can state the
incommensurability claim in the very terms of the definition of vagueness
that we borrowed from Grice: there are cases in which one just does not know
whether Lo apply the expression “preferable career” or o withhold 1t and
one’s not knowing is not due to ignorance of the facts.

Because of therr incommensurability, job A and job B are borderhine cases
for the comparatives ‘preferable” and “better’. Soincommensuracy of dimen-
sions is a form of vagueness of the comparatives of abstract evaluative
expressions (such as “good’, "beaubful’, ., )7 Here an expression 1s “abstract’
if its application turns on plural, incommensurate dimensions.

This claim needs clarification and gualification. By calling incommensur-
acy of dimensions a form of vagueness, I seem (o be saying that incommen-
surability is only a marginal phenomenon, and that is what Raz, for example,
exphotly demes.

Consider Raz’s ‘mark of incommensurability”: that neither of two options
15 better than the other, and it is possible to improve one without making it
better than the other** Now consider the choice of careers. Suppose that job
Ais a borderline case for application of the comparative expression “prefer-
able to job B': they bear the mark of incommensurahility, because we can
imagine a teaching job that pays a little bit more than job A, and s still not
clearly preferable to job B, But if it paid as well as job B, job A would be
clearly preferable to job B, because the working hours are better. We can
imagine a sorites series of increments in pay: as the pay for job A increases, it
gradually becomes more attractive, until it is clearly preferable tojob B —but
it seems that no sigle very small increment in pay would be enough in itself
tomake job A preferable. rather than a borderline case for “preferable to B,

OO B My point is ot 4 skeptical one. There 15 no denying that some purswits are more
valughble than others,” M 342,

= For an argument that what 1 eall incommensyracy of dimensions leads (o the same sori of
indelerminacies as vagueness, sce John Broome, '1s Incommensurabality Vagueness?, in Ruth
Chang {od. ), decommensierability, Incomparability, and Praciical Reason (Cambridee, Mass.:
Harvard University Press, 1997), 67, o M R2A,
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S0 there are clear cases of preferable jobs (jobs that pay more and have
shorter working hours) and less preferable jobs { jobs that pay less and have
longer working hours), and there are borderline cases in which one job pays
more and the other has shorter working hours.

We can generahize this notion, and claim that, whatever the considerations
are that go into evaluating a career, and however incommensurate they are,
a job that s preferable on all the dimensions s unequivocally better, and a
job that 1s less preferable on all the dimensions 1s unequivocally worse. IF the
dimensions are incommensurate, there are actual or possible borderline
cases. The borderline cases do not necessarily begin just when it is no longer
the case that one option is better on all dimensions. It may be perfectly
clear that one option is betier, even though it 1s worse in some respect than
another option. There s no reason (o expect 4 clear boundary to the border-
ling cases.

[ncommensuracy of dimensions, it seems, 15 a form not only of vagueness
in the broad sense, but specifically of imprecision {because it is a form of
sorites susceptibility). It is important to point out that mor all iIncommensur-
acy 15 a form of vagueness, There are vanous forms of mcommensurability,
and some have nothing 1o do with vagueness, Gradually increasing the pay
for job A makes job A gradually more attractive, until it becomes
maore attractive than job B, But if you offer a mother increasing amounts of
money to sell you her child, it would be reasonable for her to think that you
are not even moving n the nght direction. No borderline cases arise out of
the incommensurability in value between keeping and selling vour child.
Raz calls such incommensurabilities ‘constitutive’, because a commitment
not 1o weigh certam optons (such as wealth, and keeping vour child) 1s
part of what constitutes the capacity to have certain relations (such as
parenthood).”

It might seem that the options of keeping vour child or selling it are far
from incommensurable —that the reasonable parent weighs riches against
keeping the child, and always finds the second option more valuable. There 1s
nothing wrong with saving that the second option is better. Here the termin-
ology that 1 have been using 15 useful: we can say that those options are com-
parabie, bul are sull incommensurable. They are meommensurable simply
because increasing the amount of money being offered does not make the
sale option more attractive —so the two options are not being measured on 4
common scale.

Omnly incommensuracy of dimensions vields vagueness, In our jobs ex-
ample the incommensurability in value of the two jobs means that we may
face borderline cases for the application of ‘betier”. In the case of the sale of
vour child, there is no amount of money that would make it unclear whether

MRS,
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vou would do better to make a deal. There could only be borderline cases if
selling vour child eowdd be a good bargam.

If there are no borderline cases of constitutive incommensurabilities,
we should not overstate the claim that incommensurabilities make abstract
terms vague, But the more modest claim about jobs A and B is sull very
far-reaching: it extends to all cases of incommensurabilities in the application
of abstract expressions hke “good rope’—to all cases of meommensuracy
of dimensions. Note that the vagueness that arises from incommensuracy of
dimensions is not just a feature of very abstract evaluative expressions
such as "good’, bul a feature of most abstract expressions. "Crowd’ 15 an
example of an abstract expression: its application turns on the number of
people in a gathermg, but also on the density of the gathering. If gathering
Ais more numerous and less dense than gathering B, it may be unclesar
whether gathering A is more clearly a crowd, Most colour terms are
examples too: because hue and saturation are incommensurale, some
pinkish-reds mav not be clearly redder than, less red than, or just as red as
some purply-reds.

The application of some vague expressions involves little incommensur-
ability {especially words that seem to refer to a single scale, such as “heavy’,
old’, slow’, “tall’, "wade’ . . J)—and perhaps i some contexts there are no
incommensurabilities in their application at all. But as with ‘crowd” and ‘red”,
there are obvious incommensuracies in dimensions of application of *heap’
and “bald’ (the philosophers’ favourite examples of vague words), and the
same 18 probably true of {(for example) all terms for artefacts (“car’, ‘legal
system”), and perhaps all terms for matenal objects (*'mountain’, ‘galaxy’).

Incommensuracy of dimensions entails vagueness of comparatives, and
also entails that there is no precise answer to questions such as ‘“How good a
novelst was Virginia Wooll? or “‘How bald is he?”

To sum up, incommensuracy of dimensions seems to be a pervasive fea-
ture of vague expressions. Does that mean that the incommensurahility of,
for example, jobs is a trivial, marginal problem? Chapter 7.3 will address that
question, and argue on the contrary that incommensuracy of dimensions
pives reason to conclude that imndetermmacies i the appheation of vague
expressions can be significant. It is true that the unclarity in the application of
vague words always comes in befween clear cases, Butit is misleading to think
of that unclanty as marginal, or a [ringe, because those notions suggest that i
15 trivial—as if everyone were clearly tall or not tall, except for people
between 1773 and 177.4 em o height {see Chapter 5.4). The impheations of
the incommensurability claim are reasons 1o think that indeterminacy is
an impaortant feature of the application of vague expressions, Within
many domans from which someone has to choose, there may be nothing
beet borderline cases for the application of the words ‘good” or *better” {see
Chapter 7.3).
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6. Immensurability

Perhaps there is more o the problem of measuring options than incommen-
surability, Consider another example of Raz’s: “a good novelist, for example,
might be judged by his humaour, his insight, his imagimativeness and his abal-
ity 1o plot”.* Raz points oul that these attributes are incommensurate. And
while some novelists are clearly better than some others, many are incom-
mensurably good, so that it 13 unclear which 13 better. This section and the
next mention two further respects, besides incommensurability, in which it
may be unclear how to evaluate a novelist.

First, there is no precise answer Lo the guestion "How humorous {or im-
aginative ... }is this novelist?” There are nounits of humour or imagination —
those properbes cannol be quantified. Perhaps that reflects the Tact that there
are, in turn, incommensurate dimensions of humour and of imaginativeness,
But we have no reason to think that the impossibility of measuring imagina-
Liveness 15 a superordinate phenomenon that necessanly results rom incoms-
mensuracy of multiple dimensions, That view would need to suppose that
there are measurable {albeit incommensurate ) dimensions of imaginative-
ness, or ¢lse that there is a hierarchy of dimensions that will reach down to
measurable dimensions at some lower level.

We cannvent the term immensurate” to deseribe cnteria ol apphcation
that do not correspond to a scale. “Immensurability” is the property that
something has if and only 1f 1t can be assessed in some respect in which it
cannot be measured. ™

Immensurability entails incommensurability: if the imaginativeness of any
one novelist cannot be quanthed, then some novehsts will be meommensur-
able with respect to imaginativeness. And if two dimensions are incommen-
surate, that entails that an abstract expression whose application turns on
both dimensions 15 immensurate: 1f humour and imagination are attributes of
a good novelist, and if they are incommensurate, then novelists are immen-
surable with respect to excellence.

Like incommensuracy, immensuracy entails vagueness of comparatives,
and also that there 1s no precise answer to a question such as ‘“How imagina-
tive 15 he?” Like incommensurabihity, immensurability is a common feature
of the application of ordinary descriptive expressions. Examples are expres-
sions for personality traits (inguisitive’, "sensitive’ . . .. And terms for ordin-
ary material objects tend to be immensurate with respect to their shape —not
because they do not have characteristic shapes, and not because we cannot
think of ways of quaniifyving shapes, but because there 15 some-

= MEF 30,

# The clamm that, for example, funniness cannot be measured presupposes o notion of meas-
urement (and perhaps a notion of quantity); I address these notions briefly in the discussion of
Cerilhin’s wiews on incommensurability in Ch, 7.3 below,
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times no answer 1o the question whether A is more heap-shaped, or more
mountain-shaped, or more desk-shaped, than B.

7. Contestability

The application of an expression 15 “contestable” 1if people who know all the
facts can reasonably disagree about whether the expression applies to some-
thing. Contestability scems to be a form {or a feature) of vagueness: if it 15
reasonable to disagree about the application of an expression, it scems that
someone might also reasonably be in doubt about whether to apply it. But
Romald Dworkin has long argued that “contested concepts™ are not vague.
His argument is that such reasonable disagreements are typically not about
borderline cases, but about “pivotal” cases — cases which each side in the dis-
pute thinks are clear. 50 10 the requirement of reavonable disagreement, we
should add that for a concept to be contestable, it must be possible to have, as
Dworkin might putit, & swbsiantive disagreement— a disagreement that turns
on different theoretical understandings of the term in question.

Dworkin's argument deserves attention because he claims, roughly, that
vagueness 1 the law s meonsequential. The claim 13 an element m s
complex argument that there is a right answer to virtually any legal dispute.
That view deserves a close look, and it will be addressed in Chapter 4.3 and
Chapters 8.1-8.3.

8. Family Resemblances

As part of his remarks on the application ol words in The Concept of Law,
Hart suggested that it was dogmatic to think that there must be one common
feature or set of features that somethimg must have if a termas to apply toa !
and he drew both on Witlgenstein's suggestive term and on his remark about
games: “if you look at them you will not see something that is common to all,
butl similarities, relationships, and a whole senes of them at that. ... we seea
complicated network of similarities overlapping and criss-crossing: some-
times overall similarities, sometimes similanties of detail’ ™ Games vary
widelv in a wide variety of ways, but that does not mean that they have no
common features. Some philosophers have suggested that there is no ob-
stacle to stating common features of games, and Bede Rundle has suggested
that the word would not be univocal if we could not do so.” Resolving the

%OTRE 108 he also refers W such concepts as “concepls that admit of dillerent conceplons’
CL03) and “absiract” concepis (103), and suggesis that "moral coneepis™ are conlesied concepls
[136). He denies that they arc vague al TRY 135-0hand LE 17, UL S,

P aR OF A

 Rundle, Winteensteid ard Contemporary Phidlosophiy of Langnaee (Oxford: Blackwell,
199y, 4950 cf, Raz PRN 123,
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question would mean asking what forms of multiplicity a good account of
games has toincorporate, and what alternative to Wittgenstemn's provocative
metaphor would do justice to what he was trving 1o say. But we do not need
toresolve those guestions for present purposes, [elaim that there is no better
wiay to account for the appheation of vague expressions than in terms of
resemblances to paradigm cases (see Chapter 7.4). That view does not entail
(or need) a position on whether the objects to which a single unambiguous
word apphes can be hinked only by *overlapping’ resemblances.

The understanding of vagueness proposed here does suggest, however,
that if there are any family resemblance terms, they are vague, We could
invent a term which applied precisely 1o a, b, and ¢, where @ resembles b in
some wavs, bresembles ¢ inothers, and a resembles ¢ in others. But there are
no such terms m natoural languages, I5 there are any family resemblance
terms, they are all imprecise,

The reason is that resemblance is an indefinite requirement, which leaves it
tolanguage users to decide what counts as sulficient resemblance. There is no
precise degree of resemblance that something must bear (o any paradigm
game i order to count as a game. The meaming of such a word scems to call
on the user of 4 language to make an evaluative judgment: it scems Lo set a
dummy standard, If there are any terms whose application turns on sufh-
clencey of similanties (even if there are no family resemblance terms), we
need to understand the application of dummy standards. In fact, the similar-
ity model claims that the application of all vague expressions turns on suth-
ciency of similaritics.

9. Dummy Standards

[ am goang to the store, and you ask me 1o bring home bananas. 1 ask how
many | should buy, and vou say “enough’. Perhaps “enough’ means ‘the right
amount’; vou are dechiming to ask for any particular amount, but you are ask-
ing me to take into account the considerations relevant to deciding how many
should be brought home. Is your request vague? We can say two things: (1)1t
does notl seem Lo be a precise request —the considerations that bear on the
righiness of an amount will not ordinarily require that vou bring home a pre-
cise number of bananas (although we could easily imagine circumstances
that require a precise number); {2) it is different from an ordinary vague
request such as ‘about half a dozen” —we might say that it does not request an
amount {vague or otherwise ), but requests vou to choose an amount, Saying,
‘enough’ is like saving, *vou decide how many’. But it is different from saying,
‘however many vou wish™— the request itself requires vou to consider what 1s
appropriate.

In England the Supreme Court Act 1981 provides that people seeking judi-
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cial review of administrative action have standing only if the court considers
that they have *a suflicient inferest in the matter’ ™ We might say that the Act
sets a vague standard: it certainly does not say what precise interest gives an
applicant standing. There are parties that clearly have a sufficient interest
{e.g. aperson who secks to prevent a local authonty from demolishing their
home ), and there are parties that clearly donot have a sufficient interest {e.g.
a foreign national who seeks to overturn a defence procurement decision on
the ground that it changes the balance of power with their home country).
There may be many other clear cases, but somewhere in between there are
borderhine cases.

But perhaps it is better to say that the Act does notset a standard at all: thai
it calls on the courts to develop their own test of standing,

Let us call a provision that calls on a decision-maker to ser a standard a
‘dummy standard’ (even if that is something of an oxymoron )™ Dummy
standards include provisions that prohibit excess, or require proportionality,
or what is satistactory, or due, or appropriate. Like the request for enough
bananas, they presuppose astandard but do not lay down a standard.

It seems that vague standards bear a similavity 1o dummy standards, and
that dummy standards bear a similarity to express grants of discretion. The
supreme Court Act might have been no different in effect 1F it had provided
that applicants must have a ‘substantial interest’, or if it had provided that
standing was “in the discretion of the court™ ™ These three possibilities are dif-
fereni, because ‘substantial interest” seems Lo sed a standard (although 1t has
no sharp boundaries), ‘sufficient interest” seems (o presuppose a standard but
not Lo set one, and “in the discretion of the court” seems to say that there is ne
standard. But they are similar in that the considerations that ought to go into
a decision as to what to do in borderline cases of “substantial” are the same
considerations that ought to go into a deasion as 1o how 1o exercse the
express discretion. And they are the same considerations that ought to go
into deciding what interest is “sufficient”.

I do not think that there is any specially legal problem in sorting out the
meaning of these different possible provisions. To understand all three —
dummy standards, vague standards, and express grants of discretion —we
have to understand pragmatic vagueness.

"o Supreme Courl Act 1981, 5 313

1 do ol mean thatevery piece of legslaton thal uses a term like sulficent” or satsfactory”
selsa dummy stamdand, There may b rules of interpretation that give a particalar (and possibly
even a precise | content w such astandard. And if there is a doctnine of precedent, judicial dea-
siens may give a particular content tooa dunmy standard.

A provision conlerring express discretion might well be dreated differently; it might be
taken to prodect a decision at iirstinstance from appeal woseme extent, and it might inswlate deci-
sins i seme extent from the doctnne of precedent. But it 15 also possible thal courts would
allow appeals {and lake precedents (o be binding) on the questicn of what principles ought 1o
govern the exercise of the diseretion,
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1y Pragmatic Vagueness

I argued in Chapter 2.4 that context dependence is not a form of indetermin-
acy, so that the application of an expression is not generally indeterminate
Just because it depends on the context. But context dependence often seems
1o penerate borderline cases.

Picture two different requests: (1) that you come to see me at 5 o'clock, and
(1) that you come to see me al about 5 o'clock. Now suppose that you come
to see me at 5,05, Have vou done what 1 asked vou to do? We might be
tempted to say that arriving at 5.05 would not comply with request (1), but
would comply with request {ii). Request {1} is precise: request (i) 1s vague.

But, of course, it may be perfectly appropriaie to knock on my door at 5,05
when I asked vou to come at 5 o'clock —and not because 101s reasonable not
to comply with my request, but because arriving at 5.05 counts as complying.
Y ou might be guite right to claim that vou had done what 1 asked. In Tact, we
could imagine circumstances in which it would be rude to respond 1o request
(i} by knocking on my door right at 5 {e.g. if it is conventional to be a little
late ). And we can imagine other arcumstances in which request (1) could
only be properly met by knocking on my door within a few scconds of
S o'clock (about’ might be a conventional politeness which 1s not to be taken
advantage of). A purzle scems Lo arise —it seems that no request 1s vague or
precise, except with respect (o circumstances,

We can resolve this puzzle if we can distingwish between the meaning of the
words of the request, and how the words are wyed. We might say that this dis-
tinction is the distinction between what philosophers and linguists call
semanhies” and ‘pragmatics”. [Twe draw that distinetion, perhaps we can rele-
gate the puzele to pragmatics: we can say that request (1) 1s semantically pre-
cise and request (i) is semantically vague. We can say that the requirements
that arise from the two requests depend on the context, and that any vague-
ness in the requirements of request (1) is ‘pragmatic vagueness”, and that the
requirements of request (1), conversely, may be pragmatically precise. Does
this distinction help?

Cime similarity between semantic and pragmatic vagueness is that we can
devise forms of the tolerance principle to desenbe pragmatic vagueness. We
might say that, when request (1) is used vaguely. a tiny difference in the time
at which you amive cannot make the difference between vour meeting my
request appropriately and your failing to doso. I arriving at 5.01 is appropri-
ate, then arriving at 5,01.10is appropriate, The sorites reasoning that arises
from this pragmatic form of the tolerance principle has just the same struc-
ture as sorites reasoning with expressions such as “heap” or *bald” or *about
3 o'clock” (expressions which we are calling ‘semantically vague®). Indeed,
we could describe pragmatic vagueness as the semantic vagueness of terms
such as ‘appropriate’ or ‘reasonable’,
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Pragmatic vagueness can coincide with semantic vagueness, In some con-
texts, the only way Lo respond appropriately o the "aboul 5" request may be
to arrive within five minutes or so of 5 o'clock; or it may be guite appropriate
torcome at 6 all that will depend on our understandings, and the purposes of
the visit, and other things that we have said, and so on. Note that the vani-
ability in the requirements of a request is not itself a form of vagueness; prag-
matic vagueness arses rom the fact that those vanable requiremenits {the
considerations that bear on how it is reasonable o take request (i) or request
(11} ) will typically be imprecise.

There is an important reason for questioning the drawing of a sharp
boundary between semantic and pragmatic vagueness: it is often impossible
Loy 1solate questions of the futh of statements, given a particular state of
affairs (which we might call semantic questions) from pragmatic questions
about what is appropriate or reasonable, Think of expressions such as ‘use-
ful’, *valuable’, "alfordable’. We could say two things about themr meaning:

(A) they apply only if something 15 reasonably uselul, or valuable, or
affordable (Le. if it is useful enongh 1o be adequate for a purpose, or 1s
valuable enowugh to deserve pursuing etc., or is alfordable enowugh (o
be a sensible purchase .. ).
or

(B} theyaresemantically precise bul indelinite, so that they apply if some-
thing is of any use, or of any value, or can be bought ar all. The fact that
we only apply them when something 1s reasonably useful, or valuable,
or alfordable 1s a Lact about pragmatics.

Here approach (B ) seems to distance semantics lundamentally from the way
people use words: as if it were frue of every book (for example) that it is a
valuable book, but we alwavs use the term valuable’ rhetonically, as if 1twere
not true of books whose only value is for recycling.

The puzele of whether to describe expressions as indefinite (and pragmat-
wally vague ) or as semantically vague 18 very lar-reaching. Think of the
expression ‘violinist”, Does it apply truly to every person who has ever
plaved, or even picked up a violin (but we wse it asif it implied some standard
of skill or at least persistence )7 Or does it apply only 1o people who are rea-
sonably skiltul or at least persistent? Certainly the wse of the word can impli-
cate a very high standard — 1t makes sense to reserve it for virtuost.. We can
identify such special uses of the word in special contexts as pragmatic, But
what if its use i all contexts implicates some standard (lower or higher)?
Then the semantics of “violinist” cannot be isolated from the pragmatic fac-
tors that make particular standards appropriate in particular contexts of use:
that 1s, we cannot say (as we are templed to say with *come at 5 o'clock’) that
*hes a violinist® has a precise meaning that can be used vaguely.
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Pragmatic Vagueness in Law

Pragmatic vagueness 1s important in law: it anses from pragmatic features in
the application of legislative language —features that lawyers call “interpret-
ation”. A statute of Edward III prohibited giving alms to a *valiant begear’,
as a4 measure against the labour shortage after the Black Plague. What if
someone should come on a valiant beggar “in so cold a weather and so light
apparel that if he have no clothes he . . .15 hkely to die by the way™? The
sixteenth-century scholar Christopher St German suggested that the law
wonld punish someone who gave clothes to such a beggar, but that equiry
would exempt the alms-giver lrom the operation of the law. We could describe
the result in equity as an interpretation of the statute (perhaps relving on
an ascripbion ol intention to the lawmaker, or on the purpose of the statute),
or as a decision not to apply the statute (on grounds of conscience ).

Im carrying out that function, early English equity was a remarkable insti-
tutional response to the need [or courts to do something reasonable with
legal rules, including legislation. Courts sometimes fill that function without
even mentioning equity {and English courts no longer mention equity when
they interpret statutes ). Courts can do so by appealing to the purpose of the
statute, or to the intention of the lawmaker, or to analogies with other
exemphions, or to pubhc pohcy, or to the pnnaples of the law, or by all of
these techniques.™

We might say that, even if a beggar is clearly valiant, the statute does not
apply 1 a blizzard., O we might say that no beggar 15 valiant in the relevant
sense or for the purposes of the statute in a blizzard. Because there is no sharp
boundary to the corcumstances in which eguity {or the interpretive tech-
nigues of a court of law ) will exempt someone [rom the statute, the statute is
vague in a special respect which we can call ‘pragmatic™ we could sav that it
does not turn on the vagueness of any word, but on the imprecision of the
court’s interpretive technigques, or the imprecision of the reasons for not
applying the rule, or we could say that it is a form of vagueness ol *valiant’.

Pragmatic features in the use ol legislative language can be mistaken [or a
source of radical indeterminacy: a reason for rejecting Hart's notion of a core
and a penumbra of appheation. Consuder the question of whether an ambua-
lance is prohibited from entering a park by a by-law prohibiting “vehicles'.
The question seems todebunk Hart’s notion that there is acore and a penum-
brato the application of a rule proltng vehicles in a park. Suppose that an
ambulance enters a park to pick up someone who is seriously injured, and the
driver 1s prosecuted for violating the rule, and a court acquits the driver. Hart

XL Crereman s Droctor and Siedden, ¢ T, F, T, Plucknett and 1. L, Barton | London; selden
Society, 1974}, 9,

“ Inithe much-discussed case of Riggs v, Palmer TI5 NUY, 506 (1885, lor example, the cour
used all of ihe abhowve,
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seems committed to saving that the court has acted contrary to law, since 1
has not applied a rule 1o a core case {ambulances being clearly vehicles).

In fact, someone like Hart can respond simply to such a charge, although the
simple response may generate complexitics. Whether the court has acted con-
trary tolaw depends on what the law requires —on whether it requires that the
rule be applied in such circumstances, It is conceivable that it dees, Then the
court has { perhaps wisely ) not given effect to the law. Butitis also conceirvable
that the court has a legal power (it may even have a legal duty) to change the
Law, or to depart from the law on grounds of conscience (equity). And it is con-
ceivable that various interpretive techniques (such as those mentioned above )
are themselves part of the law. If so, we can say that the law does not really pro-
hitut vehicles from the park {but only vehicles that do not give nise to special
exempling interpretive considerations ). Or we can say that the law does pro-
hibit vehicles, but that “vehicle” in the relevant sense, or for the purposes of the
prohibition, has to be understood in the hght of those interpretiive consider-
ations. None of this poses a problem tfor Hart —he would face a problem only if
it were impossible Tor the prohibition on vehicles to apply to ambuolances, But
the case of the ambulance in the park does show something important about
the variety of ways in which it may be unclear what the law requires and per-
mits, We could say that one such way 15 the indetermimacies that anse from the
vagueness of legislative language, and another way is indeterminacies in the
apphcation of interpretive technigues.™ In Chapter 7, T will argue that those
two sorts of indeterminacy are flundamentally similar. It does not matier very
much whether we distinguish them as semantic and pragmatic. What matters
for present purposes is that both can be desenibed as involving the same sort of
reasoning, by reference to similarities — o clear cases of the correct applica-
tion of a word (in the case of semantic vagueness), and to clear cases of appro-
priate use of an expression (in the case of pragmatic vagueness).

I do not propose to present anything like a theory of such reasoning; that
would take atheory of the sufficiency of relevant considerations, and [expect
that no such theory is possible. Relevance is not a theoretical notion, and if
there is any less theoretical notion than relevance, it is the notion of suffi-
crency. [ pomt out the parallel between semantic and pragmatic vagueness to
show that we should expect nothing like a theory of semantic vagueness —
that is, we should expect no good general explanatory account of when it s
correct Lo apply a vague expression.’” The similarily between semantic and
pragmatic vagueness shows that, like analogical reasoning and unrestricted
practical reasoning, the application of vague language can depend on the
purposes for which the language is being applicd, and can be a controversial,

* There may be o third, very important sort of indeterminacy, as o what interpretive tech-
Migues & courl may [or must ) usse.

T attack one such general aceount (claiming that the dispositions of speakers to apply o
withhold an expression determing its correct application) in Chs, 6 and 7.
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evaluative question. Decisions about the application of vague language in
horderline cases cannot be isolated from evaluative considerations (see
Chapter 6.4 below). These points do not entail that no difficult question has
a right answer, OF course, they do not entail that there is a right answer to
such a question, either. T will argue in Chapter 4 that there 1s no nght answer
1o questions of the application of legislative language in some cases, and that
that is shown by the fact that the evaluative considerations involved cannet
generally be precise. But the claim has to be carefully qualified: 1115 nol sim-
plv that when reasonable people disagree about the application of a vague
word, there 1s no right answer.

11. Ambignity

The contrast between vagueness and ambiguity is reasonably clear: "painter”
and ‘rope’ are both vague; only ‘painter’ is ambiguous. A vague word has one
meaning (and its application is unclear in some cases); an ambiguous word
has more than one meaming {and it may be unclear, 1n some cases, which s
use ) I a taxi driver asks if he should turn left, and you say ‘right!”, he may
be in doubt as to whether vou mean ‘no, turn right!” or ‘correct!”

Further distinctions are (1) svnlax can create or resolve ambiguities (“turn
right!”is unambiguous even though ‘right” is ambiguous). but there is no such
thing as syntactic vagueness; (1) uncertainties ansing from the use of ambigu-
ous expressions can typically be resolved by finding out which meaning the
speaker intended (if the speaker meant to play on words, or o create a puz-
zle, thats a fact about themw intention too ). Ambiguity 1s closer kin to homaog-
raphy {*lead’—"lead”y and homophony {*hart’—"heart”) than it is to vagueness.
Ambiguity, homography, and homophony are all incidental features of lan-
guage that, unlike vagueness, are only occasionally important {although they
are occasionally very important) in law,

The relatively clear distinction between vagueness and ambguity 1s not
frec from puzzles, however. We might say that some man with a little hair is
bald in a sense, and that in another sense he is not bald, Then the unclarity s
as Lo which sense of *hald” 15 appropriate —and that sounds hke a problem
of ambiguity, The notion of different senses of vague words 15 discussed
in Chapter 6.5, below:* it seems to be consistent with there being a
fundamental difference between ambiguous and vague expressions.

T mighe make more sense toouse ambiguity’ as a term for the occasional unclanities, and
‘multiplicity of meaning” as a term for the property of weords that may lead tounclarity; Tihink it
is more conventional o wse ‘ambiguiey” both for the propeny of words, and Tor the unclaritics
Lthat may resull from thal property.

2 Apd see the discussion in Ch, 3.1 of supervaluation theory, which porirays vagueness as a
systematig foom of ambiguity,
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12, Bevond Words

Vagueness is not a self-contained problem. I may seem (o be making it out as
something much more important than it is supposed to be. 1 account for
incommensuracy of dimensions as a form of vagueness; I claim that it s mis-
leading to describe vagueness as a fringe or margin, that ‘contestable con-
cepls” are vague, and that guestions about the applcation ol ordinary
vague words may include what Dworkin calls ‘pivotal cases”. I claim that
the wvagueness of expressions is distinguishable but inseparable from
its analogue, pragmatic vagueness, which is not a property of linguistic
expressions at all, but purely a question of what it is appropriate to say and to
do. And 1 propose thal uncertainbies i the appheation of evaluative
expressions arise from their vagueness.

These consequences arise from an understanding of the notions of toler-
ance, and ol borderline cases, and they call for a closer understanding of
those notions, All non-artificial expressions discussed in this chapter appear
ter be susceptible to the tolerance principle, and they all vield borderhine
cases, It is true that borderline cases always come between clear positive’
cases and clear “negative’ cases. That is, something is only a borderline case if
we could dentfy or imagine cases Lo which the expression would clearly
apply and cases to which it would clearly not apply. But the fact that border-
line cases are always intermediate in that way does not tell us how wide-
spread or how important the uncertainties are that arise in borderline cases.

It is ordinarily much more important whether someone has acted cruelly,
or whether a job 1s good, than whether a collection of grams 1s a heap or
whether a man is bald. But there is no fringe phenomenon in the use of
expressions like “heap” and “hald”® that can be coherently distinguished ax
vagueness [tom uncertaimnbies in the application ol "cruel’ or *good’. No good
account of borderline cases would treat “bald” or *middle-aged” as having bor-
derline cases, and deny that there are borderline cases for the application of
words hike “cruel” or ‘good”.

The potential scope of the problem is unlimited. 1 do not propose to give a
theory of everything, or even a theory of value, or a theory of meaning,
although the arguments of Chapters 6 and 7 propose constraints that any the-
ory of value or of meaning must meet. [ propose to look at aspects of the
sorites paradox —at higher-order vagueness, and at the obstacles 1o solving
the paradox. The reason for doing so is (o support some claims about the
relevance of vagueness to an understanding of law; those claims follow in
Chapier 4.
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Vagueness and Legal Theory

VaGuENESS s asnare Tor legal theorists, They have grappled fitfully with an
enigma it creates [or legal theory —or, at least, for any theory that portrays
courts as applying the law. If the law is formulated in vague language, what
does a court don a borderlhine case? 10 1t1s not clear what the law requires in
such a case, how can a court apply the law? It almost scems as if there 15 no
law for the case, and vet there is a legal provision that claims to tell people
their rights and duties.

We can use the regulation of music in Britain to illustrate the problem. The
Criminal Justice and Public Order Act empowers the police to direct organ-
rers of raves” to shut down their sound equipment, and creates an offence of
refusing to do so, The power applies to “a gathening . . . at which amplified
music 15 plaved dunng the mght {with or without mtermissions ), and 15 such
as, by reason of its loudness and duration and the time at which it is played, is
likely to cause serions distress 1o the inhabitants of the locality™.! Perhaps
‘music’ did not sound lawyerly —the drafters persevered: *“music” includes
sounds whaolly or predominantly characterised by the emission of a succes-
sion of repettive beats” . The defimition of music is baffling, but 1t 15 sull easy
toimagine clear cases of a ‘rave” as defined in the Act. [t seems that there will
also be borderling cases, chielly because of the vagueness of “serious distress”.
somewhere between the silent and the seismic, there 15 music o which the
police power is not clearly applicable, and not clearly inapplicable,

Imagine one million rave organizers charged with disobeyving a police
order to shut down their music. All appear in the same court one alter the
other. The first defendant tormented most of Shropshire by emitting a suc-
cession of repetiiive beats al a deateming volume, and he 1s convicted. All the
defendants played the same music in the same way under the same condi-
tioms, excepl that each successive rave organizer played the music at an
imperceplibly lower volume —untl the one millionth rave orgamzer played
it at a hush that undeniably caused no distress to anyone, He will be acquit-
ted. Butif the decrement in volume n each case 1s trivial, 1t seems that no par-
ticular conviciion ought 1o be the last. Between any (wo successive
defendants in the series, there is no difference that the inhabitants of the
locality can perceive. Finding the organizer guilty in one case and not in the
next case seems arbitrary, if there is no sharp boundary to the application of

U Cominal Justice and Pubdic Order Act 1994, ¢, 33, 5631 ).
T Bection 631 k).



it Vagueness and Legal Theory

the expression ‘serious distress’. A court should be able 1o justify its
decisions, and how can a trivial change in the music justify the difference
between conviction and acquittal? I like cases should be treated alike, then
the legal treatment of two cases should not be materially different when
there 1s no matenal difference between them.

1 will call that scenario the “case of the million raves™. The court faces the
task of dividing the defendants into two classes: the guilty and the not guilty,
Yel there is no quetest rave. In this chapter and in Chapter 8 T will argue that
that is not just a fact about the word ‘rave’, or the words of the Act. The law
provides no technigue for dividing the million defendants into guilty and not
suilty, and yet the law would reguire the court to do soin the case of the mil-
lion raves, If that is right, then the indeterminacy claim is supported. That
clanm threatens the chenshed tenets of theones that take the standard view
of adjudication: that the task of judges is to give effect to people’s legal rights
and duties, and to treat like cases alike.

1. Legal Theories

Legal theorists have argued about vagueness, but they have never come to
grips with the paradox. Two opposed approaches to vagueness have been
prominent in legal theory. Ome approach accepts the indeterminacy claim —
that vagueness leads to legal indeterminacy in some cases. It takes the view
that, in some cases, there is no right answer (o the question of whether the
expression applies. The indeterminacy claim is traditionally expressed by
saying that a vague statement s ‘neither true nor false” in a borderhne case:”
L will call that *the traditional formulation’.

The other approach is toreject indeterminacy. This could be done by deny-
ing that the application of vague language 15 indeterminate in a borderhine
case, The epistemic theory of vagueness makes that denial; see Chapter 6.
The second way of denwving that vagueness leads to indeterminacy in the law,
by conirasi, has been popular with some legal philosophers. They concede
linguistic indeterminacy {or take no view about i), but claim that law has
specital resources that eliminate any such mdetermmacy—they claim,

" loseph Rar formulaicd the Sindetcrminacy thosis” in this way in a disputc with Ronald
Drwaorkin about the nature of legal principles: “if the content of the law s exclusively determined
by social facts, then the Law is gappy; that is, there are legal statements which are neither troe nor
false’, “Legal Principles and the Limits of Law®, in Marshall Cohen (ed, ), Romald Dworkin aed
Compemperrary Jurispradence | London: Duckworth, 19830, 75, 81, Hax uses the same formula-
bon i a bricl discussion of vagueness at MF 327, CL Jules Coleman: ‘Philosophers generally
agree that some sentences involving the application of vague predicales are neither true nor
False,” "Truth and Objectivity in Law™ (19951 1 Legal Theory 33,449,
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for example, that the plaintiff cannot succeed in a case in which the applica-
ton of the law 1s indeterminate. David Lvons has recently expressed this
view, in eriticizing Hart’s claim that the application of the law is indetermin-
ate 1n a borderline case: *It is unclear why the fuzzy boundaries of rules
should cause gaps in the law, If a governing rule is not determinate enough to
decide a case, it presumably cannot support a cause of action. A burden of
proof cannot be sustamed, and a defendant should presumably win™ The
‘presumablies” hint at unease. There seems 1o be something to the argument:
in a borderline case, it is not clear that the plaintiff s case 15 made out. But
that is all there is to it It is not clear that the plainnff s case 1s not made out,
gither. Lvons’s approach ignores that fact, and concludes that cases in which
the law does not clearly favour the plamuff are cases in which the law does
not favour the plaintiff.

The problem in a borderline case is precisely that it is unclear whether the
plaintiff has a cause of action. The court cannot ehminate that problem by
saying that, if it is unclear, then there is no cause of action. Suppose that a
statute implies a term in a sales contract that the goods shall be “of satisfac-
tory quality”, and suppose that the goods delivered under a particular con-
tract are a borderline case for ‘satisfactory quality”. If the matter is litigated,
the court wall have to deaide whether the term was breached, and it cannot do
so by applving Lvons’s idea that the plaintiffs case cannot be made out.
Whether the plaintiff is the seller (suing for the price) or the buyer (suing to
recover the price ) will depend on the acadent of prepayment.

This example points out that being a plaintiff merely entails that vou need
tir have a case, If yoursis a borderhne case, it will not be clear that vou have a
case, and it will not be clear that you do not, and the court will have 1o resolve
the unclarity. Being a plaintiff does nor entail that vou will lose if vours is a
borderline case. That 15 so not simply because 1t would be arbatrary tor the
buver to lose as plaintiff and win as defendant, but because a legal system in
which that happened would have smore than just a statutory requirement of
satisfactory quality; it would also have a rule that plaintiffs lose unless their
case is clearly made out. Many legal systems have such rules in, for example,
eniminal liw, Rules hike that add somethimg to the law. They do not repeat a
principle that is implicit in the fact that a plaintiff must have a case.

Twoimportant legal philosophers of this century have shared Lyons’s view
that law has resources thal prevent gaps—Hans Kelsen and Ronald
Pworkin, It is worth examining the very different approaches to vagueness

* Book review (1995) 111 Law Quarterly Keview 5149, 530, reviewing Hart, The Concept of
Low, 2nd edn. (Oslond: Clarendon Press, 1994 ), Teseems that the prablem s not acteally one of
prool, What a plaintifl has w dois (o prove Facis that suppor a cawse of action. In a borderine
case, the plaintifi™s problem s not that he or she cannot discharge the burden of proving lacts,
bul that, as the second sentence of the quotation Irom Ly ons sugeesis, il s unclear whether the
etz support a cavse of action,
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that arise from their theories, not only because they are important theorists,
but also because the difficulties that vagueness poses for their theories will
enable us towdentfy the most important constraints that a good account of
vague language imposes on legal theory,

This chapler sets out todentify those constraints by discussing Kelsen and
Dworkin. I will try to support the following claims:

(1} The feature of vague language that 15 most difficult for legal theonies to
accommaodate 1s higher-order vagueness: Dworkin's and Kelsen's the-
ories cannot accommaodate it.

{2} Alegal theory should accept the indeterminacy claim.

{3} However, the traditional formulation of the indeterminacy claim, that
A vague statement 1s ‘neither true nor false” in a borderline case, is mis-
conceived, and should be abandoned.

2. Kkelsen: The Norm as a Frame

Hans Kelsen insisted that there are no genuime gaps in the law, The thesis sur-
vived all the complex transformations of his pure theory of law. from its clas-
sic formulation in 1934 until his death in 1973, In his zealous distrust of
ideology masquerading as legal science, he suspected that any claim that the
law does not give an answer to a legal dispute musi cloak an attempt o evade
the law. *[ T]he principle that a positive legal order can always be applied to a
concrete case’, he wrote, *is true of every positive legal order.™ This principle
of completeness is based on a notion similar to Lyons’s objection to Hart: in
every legal dispute one party claims that the other is under a legal obligation.,
If that claim is not “established”” the defendant has no legal obligation. A
Kelseman approach to vagueness would seem o side with Lyvons agamst
Hart. But the appearance is deceptive.

Kelsen's principle of completeness coexisted with a similarly durable doc-
tring of mmdetermimacy.” The law s indeterminate (a) when a valid norm con-
fers an express discretion (e.g. a range of possible terms of imprisonment for
an offence ), or (b} when a general norm is ambiguous, or () when two pur-
portedly valid norms conflict, or () when the linguistic expression of the
norm is evidently contrary to the will of the authority that issued it.

' Hans Kelsen, Geweral Thecry of NWormes, trans, Michael Hanney {Oxford: Clarendon Press,
19901 ) (herealier €W, 366; of. fnoduciion te e Problems of Legal Theory, trans. Bonnic
Litschewski Paulson and Stanley L. Pavulson from the 180 193 edn, of Reive Rechisfefee
(O ford: Clarendon Press, 1992 ) (hereafter FPLTY, 84 and The Prre Theory of Law, trans, Max
knight from the 2nd, 190 edn. of Keine Rechisfefre (Berkeley: University of California Press,
19673 (herealier PTL), 245-6. AL RS,

T Unbestionmihedi, trans, a5 ‘indeterminacy in JPLT TR0 Cindefiniteness" in PTT 34950,
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How can we resolve this tension between Kelsen's principle of complete-
ness and his doctrine of imdeterminacy Kelsen himsell set out to resolve 1t by
claiming that a general norm is a “frame’. Within the frame lie all the possibil-
ities authorized by the lawmaker. A court will be applving the law if it gives
effect to any of those possibilities. “The fact that a judicial decision 1s based on
a statute actually means only that it keeps inside the frame represented by the
statute; it does not mean that 101s the mdividual norm, but only that 1t s one of
those individual norms which may be created within the frame of the general
norm.™ Take the example of a law providing a range of sentences for an
offence. Any sentence within the range will be legally valid, and any sentence
outside the range will not. There is no gap in the law: every conceivable judi-
clal disposition either 15 or s not provided for by the law. But there s mdeter-
minacy, in the sense that there is more than one legally authorized disposition.

Now, Kelsen seems never to have discussed vagueness, But his treatment
of ambiguity suggests that has doctime of mdeterminacy includes a docirine
of linguistic indeterminacy, and suggests a way to accommodate vagueness
within that doctrine.” I a statute 15 ambiguous, and a defendant is linble on
one reading but not on another, we might say that the application of the lan-
guage of the statute is indeterminate, and Kelsen states that the law itself is
mdetermmate — that the court has discretion. We can construct a Kelsenian
account of vagueness if we suppose that he would treat the application of a
vague expression in a borderline case in the same way in which he treated the
apphecation ol an ambiguous expression. I6 he did that, of would suddenly
seem that Kelsen sides with Hart against Lyons,

Think of vagueness as ambiguity on a vast scale." An ambiguows word hike
‘painter” has more than one meaning; a vapue word, like “1all’, has an infinite
range of meanings, as it could be sharpened in an infinite number of ways, An
ambiguous norm 15 a frame, within which are the two or more meanimgs of
the norm’s expression. By using an ambiguous expression, a lawmaker con-
fers discretion on a court to formulate an individual norm by choosing from
those meanings. A vague norm is also a frame, within which are the infinite

BPEE R el AR,

* Clawdio Luzeats has made a convinoing argument that Kelsen's ‘indeterminacy” 1s nmol lin-
guisticin natwre: “Thseretion and “Indeterminacy™ in Kelsen's Theory of Legal Interpretation”,
in Levga Cianformagaio (od. ), Fars Kelsen's Legal Theory: A Diachronie Perspeciive ( Tarm:
Crtapaochicll, 19405, 123, Kelsen's st of Torms ol indetermimacy § (o) W () in lext above) sup-
ports that olaim, Kelsen's notion of indetierminacy is an anelact of his preoccupations with the
questin of whether logic appics 1o norms, and with the velation between general and imdividual
norms, which cannot be discussed here. It s sufficient for our purposes that Kelsen's doctrine of
indeterminacy, though nol a linguistic doctring, gives his theory a potential device for accounting
lor linguistic indeterminacy, He wsed the device in that way when he discussed ambiguity; the dis-
cussien here proposes g way of using the same device o give an gecount of vagueness,

T Supervalualional’ theonies treat vagueness i this way; of, Kil Fine: “Vagueness 18 ambigu-
ity o grand and systematic scale,” “Vagueness, Truth and Logic” (1975) 30 Swiifiese 265, 242,
see Ch, 5.1 below, O ambiguity, seg Ch, 3,11 above,
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different ways of sharpening the vague expression of the norm. “Tall’, for
example, could mean “over six feet’, or *over five foot ning’, or ‘over live fool
tenand a half”. .. By using a vague expression, a lawmaker confers discretion
on a court to formulate an individual norm by choosing any of the sharpen-
mgs within the frame —any of the admissible sharpemings. This discretion 15
parallel 1o the discretion to apply one of the meanings of an ambiguous
expression, and both are parallel to the discretion to impose a sentence
wilhin a range provided by law.

This Kelsenian account of vagueness escapes the objection to Lyons's
account that I made earlier. It does not presume that a plamntiff can only win
in clear cases. In a borderline case, it holds that the law authorizes the court
to choose among sharpenings of the vague expression, on some of which the
plamtifl would win and on some of which the plamfl would lose, The
account fails, however, for a reason that is also a (second) fatal objection to
Lyons's view: it denies higher-order vagueness,

Viagueness is not, in fact, ambiguity on g vast scale, because there is no
sharp boundary between admissible and inadmissible sharpenings of a vague
expression. A deaision-maker anthonzed to select tall candidates for a job
has discretion, but not to adopt a reading of “tall” as “over four feet”. But what
15 the ambit of the discretion? We might say, it does not extend to candidates
who are clearly not tall. But no sharp boundanesisolate the borderline cases
from the clear cases. A norm, therefore, is not a frame, if by ‘frame’ we mean
a sharp boundary demarcating the discretion of a court. Lyons’s approach
treats the borderhine region as a sharply bounded arca within which the
plaintitf cannot win because he or she cannot make out a cause of action. The
Kelseman approach [ have made up treats the borderhine region as a sharply
bounded area within which any decision the court makes is legally author-
ized, Neither approach succeeds, because it can be unclear whether a case is
a clear case [or the application of a vague ¢xpression,

The result is that Kelsen's principle of completeness fails. Perhaps there is
no such thing as a minor Aaw in a theory that sets out o be pure. This faw s
devastating, Without the principle of completeness, the theory can no longer
portray courts as being able to act in every case on the authority of valid gen-
eral norms—as applying the legal order o the concrete case. I the extent of
the area of discretion is indeterminate, there will be cases in which it is inde-
terminate whether the lawmaker has authorized or forbidden a particular
decision. Individual norms are not necessarily authorized by general norms.
The dynamic, hierarchical structure of the pure theory cannot account for the
apphcation of the law.

It might seem that 1 have foisted a doomed account of vagueness on
Kelsen, and that it would be more charitable to leave open the possibility
that a Kelsenian could give an account of vagueness that would avoid this
objection. To protect the principle of completeness, however, that account
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would have to eliminate higher-order vagueness, To ask whether that can be
done, 1t will help to examine a sophisticated attempt —Ronald Dworkin’s
account of VASUCNCSES,

3. Dworkin: The Right Answer Thesis

Ronald Dworkin proposes that there is virtually always a single right answer
tor a legal dispute.” Jules Coleman has argued that *Dworkin has abandoned
the right answer thesis’, replacing it in Law's Empire with a “political theory
of legitimate authority” which *depends on associative communities exhibit-
ing political virtues and 1deals, not on the existence of right answers Lo legal
disputes™.’” But Dworkin keeps reasserting the right answer thesis." and it
seems that the continuing commitment is not accidental: his theory of legit-
mmacy itsell 1s bound 1o the right answer thesis by his view that the political
virtues that legitimize the law are commensurable.

Une possible objection to the nght answer thesis s that if the language of a
legal rule is vague, there 18 no right answer 1o a question of whether the rule
applies in a borderline case. Dworkin responds that the objection fails “to dis-
eriminate between the fact and the consequences of vagueness”: rules of con-
struction could eliminate the vagueness by, for example, requiring that the
rule be applied only to cases in “the indisputable core of the langnage’. ™

Joseph Raz objected that Dworkin mistakenly characterizes vague lerms
as drawing two sharp lines instead of one: a sharp line between ‘indisputable
core’ cases and disputable cases, and a sharp hine between disputable cases
and cases 1o which the term indisputably does not apply. Raz claimed that
there are typically no lines between clear cases and unclear cases, and that, in
the central type of vagueness, ‘vaguenessis “conbimuous™ """ Recently, Brian
Bix has pressed the same objection, invoking Mark Sainsbury’s argument
that vagueness can best be characterized as boundarylessness. '™

I For a delenee ol the thesis, see Bonald Dworkin, *On Gaps in the Law”, in Paul Amsclek
ard Medl MacCormick (eds.), Corntroversies abont Laws Ontology { Edinburgh: Edinburgh Uni-
versity Press, 19917, 54

= Truth and Objectivity in Law’™, n, 3 above, 49-31 a similar argument is made in Jules Cole-
mian and Bran Leier, " Determinacy, Objecuvily, and Authonty’, in Andren Marmor (ed. ), Law
arrd Inderpretaiion (Osford: Clarendon Press, 1993, 203,214,

R tUin f.i.ill_h inthe Law®, n. 11 abaove, f”;-iﬁ'l[|ill'|:|.'_ i a recent elaboration of his aecount of
philosophical scepticsm about morality and acsthetics, Dworkin proposes that the case for inde-
terminacy claims 1= weaker in Laow than in, for example, aesthetics: *Obecivity and Truth: You'd
Beter Believe I {1996) 25 Phifosophy and Pablic Affairs 87, 1368, But in those remarks he
makes nocalegorical denial that there are any cascs in which the law gives no single right answer,

" Ramnald Dworkin, "No Right Answer?, in Po M. 50 Hacker and Joseph Bar (eds.), Law,
Movadny and Soceery (OxTmd: Clarendomn Press, 19777, 58, 674,

= Joseph Bae, The Aushority of Law (Oxford: Clarendon Press, 1979), 73-4,

= B Bix, Lo, angeage and Legal Dvierminacy (Oxtord:; Clarendon Press, 1993, 31-2;
see Mark Sainsbury, *1s there Higher-Order Vagueness™ (1991 41 Phidlosoplical Chearterly
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The objection to Dworkin's argument is that it ignores the problem of
higher-order vagueness, The objection is valid. But it does not expressly deal
with an elaborated version of the argument that Dworkin developed to
defend hisclaim.” Twill argue that the elaborated version fails. Examining the
elaborated version, however, has an important consequence for philosophical
accounts of vague language. Dworkin targets the wadinonal formulation of
the indeterminacy claim: he charactenzes the view that vagueness leads to
imdeterminacy as claiming that a vague statement 1s ‘neither true nor false’ in
a borderline case. The ‘neither true nor false” formulation is indeed the trad-
ional way for philosophers to phrase the indeterminacy claim that Dworkin
opposes. Examining the debate over Dworkin's argument suggests that the
formulation should be abandoned. It is a garbled formulation of a valid claim.

Dhwerkin's Elaborated Argument

In Dworkin's lormulation, ¥V says that, if @ 15 vague, “xis @ may be true, false,
or neither true nor false. V' claims that, in the last of these three options,
the use of ¢ in the formulation of a rule makes the law mdeterminate,
Dworkin says that indeterminacy in the law need not result: for example, a
‘principle of legislation’ could require that “x is ¢ be treated as false if it is not
true. "™ When “x 18 @™ 15 neither trae nor false, it 1s not true. Therelore, the rule
of construction (which I will call *Drworkin’s rule”) appears to remove the
indeterminacy that V alleges.

Now Dworkin's new opponent, R, claims that there is no sharp boundary
between clear cases and borderline cases, so that, in Vs terms, *“x is ¢” is
true” may be neither true nor false. The crucal step m Dworkin’s argument 15
toreject that claim: I x is @ 15 neither true nor false, then **xis @™ 1s true” 15
false. Dworkin's rule still operates; there is no case in which *“x 15 @" is true’
15 neither true nor false.

The argument leaves the impression that V' has made lite difficult for K,
Dworkin admiis that R's predicament 1s unhappy, but he imphes that K15
stuck with V's view:

S0 R seems to be the victim of V's own formulation of his argument.”™

The reader may Teel that & has been cheated by this argument. After all, the carcum-
stance that K called attention to might well arise, for all this complex argument, Some-
one told that if it is not true that a contract is sacrilegious he is to treat the contract as
nol sacrilegous may still find himsell in the difficulty of being uncertain whether it s
not true that the contract before him is sacrilegious, [ agree, But that is a problem for
V. not for my answer to K.

167, Hilary Patnam makes asimilar obgection to Dworkin m - Ace Moral and Legal Walues Made
or Discovered T (19953 1 Ll Theory 5,6
P Ronald Dworkin, ‘15 there Really No Right Answer in Hard Cases™, AMP 1149,
1AM, " Tkl T [aed, 405 0. 3.
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#'s problem is V's assumption {which Dworkin points out®') that, whenever
it s indetermimate whether “x s @7 18 true, "x s @7 1s not brue. Vs tnivalent
scheme (in which “x is @" may be true, or false, or neither true nor false ) pre-
supposes bivalence for *“x is " is true’ (Le. it presupposes that an utlerance
of the latter sentence must be either true or false). The trivalent character-
ization of vagueness frustrates the hapless V oand the baffled K. The conclu-
ston 15 that A% problem s "an embarrassment [or Vs whole approach’ = so
that people should not say, as V says, that there is no right answer 1o a ques-
tiom of the application of vague language in a borderline case. As a result,
Dworkin's argument against the indeterminacy claim is addressed only
to Vs form of that claim. Dworkin's argument will be no objection to the
indetermimacy claim, if it can be made without making V's mistakes.

What's Wrong with V2

Vs mistake is saying that, in a borderline case, “x is @ is neither true nor false.
Dworkin's mistake 15 his assumption that the claim that vagueness may lead
o indeterminacy in a particular case must be framed in that way: that anyone
who does not assert bivalence must assert trivalence. We can find a better
way to formulate the mdeterminacy claim, 1if we extract the kernel of good
sense from Vs argument,

Vs claim is a negation, We can reformulate it in two ways, each giving a dif-
ferent scope to V's negation. The first makes Vs negation external 1o the
assertion that “xis ¢’ is true, and the second makes it internal to that assertion:

(1} exiernal negation: 0 saving ““x 18 ¢ 15 neither true nor false’, Vs
declining to assert that “x is @7 is true, and is declining to assert that it is
false;

(2} internal negation: in saying **x is ™ 15 neither true nor false’, Vis both
asserting that “vis @ i1s not true, and asserting that 1t is not false,

The first option, external negation, is a ligure of speech. It makes sense of Vs
claim by not taking it in its literal meaning — by interpreting it as if V were
saving, "Twouldn™ say “x15 ¢ 15 true, and I wouldn't say it's false”, Unless V
15 just being stubborn, the claim can be taken to mean that a borderline case
15 one in which a competent and informed speaker would not know whether
Lo assert that s @, Vs clamm s simply andiomatic expression of doubt as to
whether v is ¢,

Ifwe take V's claim in this way, Dworkim’s rule does not eliminate vague-
ness. Reformulated in terms of external negation, Dworkin's rule is that ‘v is
¢ 15 to be treated as false when a competent and informed speaker would be
im doubt as to whether it s true. Dworkin’s rule m thas form would determime

i, 130, " Ikid. 405 0. 3,
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the outcome of cases in which a competent and informed speaker would hesi-
tate tosay that a contract is sacrilegious, and would hesitate to say that a con-
tract is not sacrilegious. But this is a vague test for the validity of a contract,
just as ‘acontract is invalid il it is sacrilegious’ is a vague test. There could be
borderhne cases for the apphication of a rule thata contract s invahd il a com-
petent and informed speaker would say without hesitation that it is sacrile-
gious. That 15 so not simply because different competent and informed
speakers might disagree, but also because any single competent and
informed speaker will be uncertain about where his or her doubts begin,
Therefore, if we treat Vs claim as an external negation, R succeeds in show-
ing that Dworkin's rule reduces indeterminacy, but does not eliminate it.

External negation is not a logical operation, but a rhetorical figure. Con-
strumg Vs clinm as an external negation makes it into a rather misleading
wav of saying that it 15 not clear whether x is @, It is misleading because it is
easy to mistake for internal negation.

Internal negation is the negation familiar wo classical logic. Logic counten-
ances external negation of claims of knowledge and other modal operations,
s that T do not know that she's at home" differs from *T know that she's not
at home” in the same way in modal logic as in ordinary speech. Similarly, logic
discriminates between external and internal negation of guantifications, so
Lhat ‘it 15 the case that all armadhllos are not monogamous” differs from ‘it s
not the case that all armadillos are monogamous” in the familiar way in logic.
But classical logic has no room for external negation of assertions. The only
negation of the asseriion Fpisb-p: there is no formula - Fp: the assertion sign
belongs to the metalanguage, and the negation sign belongs to the object
language.*

workin has internal negation in mind in his argoment against V. He
defines Vs version of the no right answer thesis in terms of ‘logical negation’,
explaming that {~p) 1s the logical negation of { p), *so that if { p) 1s false (~-p)
is true, and if {~p) s false (p) s true”.™ And he states that Vs thesis “holds
that in some cases neither {p) nor {~p) is true, that 1s, that 1n some cases
bivalence does not hold™. ™

But if V's claim uses internal negation, V' has worse problems than
Dworkin's rule. Fust, Timothy Williamson has argued that clamms such as Vs
are absurd. V claims that in some cases, { p) 15 not true, and {~p)is not true. 1t
we accept the principle that truth is ‘disquotational’ {so that, for example,
‘vis @' is true if and only if x is @), then Vs claim leads 1o a contradiction:

1

[0 1= temipling (o deny this claim; for reasons Lo acce i see Ch, 5.2

T his Fact abowt conventional logic might be taken toindicate that we should make upa new
Togic, in which the cxternal negation “Tdo not assen that 2" can be represented, That pessibility
wonld amount o inventing a three-valued logic, a strategy discussed below (n. 28).

2 AMPIZL % Ik, 122,
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(1} ~(Tip)vT{~p)) { Vs denial of hivalence)

(2} Tip)==p {disguotational scheme Tor truth)
(3} ~(pv=p) (substitutionin (1))

(4) ~p & ~~p {De Morgan's Laws)

(5) pde~p {ehmination of negation)*

V's denial of bivalence entails the self-contradictory claim that x s and is
not @,

Vmight reject some element of this argument.™ Or ¥V might accept the con-
clusion { that in & borderhine case a contractis nemther saenlegious nor not sac-
rilegious, or is both sacrilegious and not sacrilegious) —and suffer the scorn
of philosophers of logic, who valug non-contradiction. After all, it makes a
certain sort of sense 1o say, "vagueness s genuinely paradoxical, so the only
accurate way (o describe what's going on is to contradict ourselves™™

But there 15 a second, simpler argument that exposes the imcoherence
of Vs claim if it 1s taken at face value, as an internal negation. I propose that
this simpler argument is actually a worse problem for V than the seli-
contradichion ansmg from the demal of bivalence.

The simpler, harder problem is that V cannot make ¢ither part of the claim.
ITitis not clear whether v is @, itis not clear that “x is @ is not troe, and it is not
clear that it 1s not false. Not only are the two conjuncts of Vs claim logically
inconsistent; V cannot even assert that either of them is the case,

* Here I have adapied the argument in Williamson, Vagueness | London: Routledge, 1994 )
(hereaftor Vagueness ), 1874 As Willlamson pomnts out, the argumcnt only works if the equiva-
lentin bies argument of pesavssomething. ldoes nol work iDae replace prowith, foe example, gib-
herish: nomsense cannod be true or false, and the conclusion (3) would not be a contradiction, but
Just meanmmgless, For Williamson™s argument that a vague statcment i a borderhine casc 'says
semething’, see Vapueness 195-6.

® Mote that three=valued logics can be constructed in which there is no contradiction in say-
ing that a stalement is neither true nor Galse: for diseussion of cxamples dating back o C, 5,
Fornce, see Vagreness, cho 4. A Turther example is G H.von Wnght s truth logie {Georg Hennk
vort Woight, “Truth and Logc’, in Tradh, Knewledpe and Modaliies (Oxford: Blackwell, 195847,
26 Lam grateful 1o José Juan Morgso and Pablo Navarro for pointing this out), Such logics vield
a thurd opiion: instead of presenting Vs claim as an exiernal negation with classical logic or an
internal negabion with classical logie, as 1 have proposed in the text, we could inte rpret Frsclaim
as an external pegation, with a non-classical logic that countenances external negations (ruth
logie, Tor example, represents truth by means of a modal operator that has the effect of allowing
external negation ol assertions within the logic). Possible uh|;:»..1|nn-lnut.mL three-valued logics

tos dheal with vagueness are that they erLu:-.. the ordinary notions of *true” and "Talze” with anifi-
cial properiies somewhat dl|r11n|h-,,un.l|n‘|r:. nolions of “clearly true” and “clearly false”, and that
they ignore the reason given i Lthe text below for not asserting that the uiterance ol a vague scn-
temoe i a borderline case s neither true nor lalse. Those objections cannol be developed here
it 15 enough for the present argument i1 K has available an altermative 1o Vs tnvalence

* The ohvious stratagem would be to reject the disquotational principle (2}, For Williamson's
urgument against rejecting dsguitation, see Vagreenesy 190-2, and lor & proposal that someonc
like ¥ eould reinterpret the prnciple, see Crispin Wright, “The Epstemic Conception of Yague-
ness” {1994} 33 Sowdhern Sovrral of Philosophy (Supplesmeni) 133, 135-8.

o An approach with which Williamson has no patience: “no attempl will be made to argue
wilh those who think it acceptable (0 contradict oneself’. Vageeness 189,
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There are utterances that are neither true nor false: examples are ques-
tions, commands, exclamations hke “Help!', and perhaps nonsense such as
“Tuesday is as pink as Thursday’. Vague statements in borderline cases are
very different. We can imagine circumstances that would make a vague state-
ment clearly true; no arcumstances would make *Help!” true. Moreover, an
utterance like *Help!” is clearly not true, and is clearly not false. It would be
clearly wrong to say that it is either, In a borderline case, it is not clearly
wrong Lo say that a vague statement 1s true, or tosay that it is false: that 1s just
what is in doubt. It makes sense to doubt whether a vague statement is true or
false in a borderline case; it makes no sense to doubt whether *“Help!™ 1s true
or false.

If V's claim is understood in terms of internal negation, then neither part
can be made, and 1if both parts could be made it would arguably have the
rhetorical function of a contradiction uttered for effect. If we construe Vs
claim as a misformulated, self-contradicting internal negation that Vis using
rhetorcally, we reach the same result as ifwe construe it as an external nega-
tion: V's claim makes sense only if it is figurative. Perhaps the moral is that V
should not formulate the indeterminacy claim by saying that a statement 15
neither true nor false in a borderline case, but by saying that it is unclear
whether the statement is true,

What is the moral for Dworkimn?

Because V's claim, formulated as an internal negation, cannot be made
and is contradictory, it gives Dworkin's rule nothing to work on. Dworkin's
claborated argument assumes that Vs alleged indeterminate category “nei-
ther true nor false’ is something that Dworkin’s rule can treat as ‘false™ in
Fact, 1015 absurd. Formulated as an external negation, on the other hand, Vs
claim is not affected by Dworkin's rule, for the very reason Dworkin admits:
it may be unclear whether, for example, a contract is clearly sacrilegions, just
as 1l may be unclear whether a contract 1s sacrilegious. That 1s a problem lor
Dworkin (and not just a problem for V), because it shows that Dworkin's rule
cannot ehminate the unclanty.

It might be objected that Dworkin is right to think that & (along with any-
one else who makes the indeterminacy claim) is stuck with Vs doomed for-
mulatwom, as lorg as R wanis to assert that there is no right answer. In saying
that “x is ¢ 1s neither true nor false, V was trying to say that there is no right
answer Lo the guestion of whether x is @, So arguing that Vshould not say that
‘ris @ is neither true nor false seemingly amounts to arguing that V should
not say that there s no right answer, ™ However, if it is indeterminate whether

T AMPARED, 3,

“ Thisobjcction wemy argument would be consistent with Diworkin's views: he treats the ‘nei-
Lther true mor false’ formulacion as characterieng the thesis that there are gaps in the Law (e, the
thesis that there is often no right answer tooa legal dispute): “the theory thal says there are gaps
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x 18 ¢, there 15 no right answer (o the question “is x 7" Does it make sense o
say thatitis indetermmate whether xas @, withont sayving that “x s ¢ 15 neither
true nor false? I propose that it does: that we do not need to claim that there
15 & third truth value {or aninfinity of truth values, or a lack of truth value) in
order to claim that there is no right answer to the question *is x g7°

Az the sun goes down, ¥V might say that it 1s indeterminate whether a par-
teular moment 15 a moment of dusk or darkness, and that 1118 neither dusk
nor darkness at that moment. Dworkin’s rule could say, “treat this third state
of affairs as dusk’. It would be better to disagree with V) and to say, “there is
no third state of affairs; is just unclear which ol the twoitis”. We donot need
to assert trivalence in order to deny that there is a right answer in a border-
line case, any more than, in order to claim that there 1s no last second of dusk
in an evening, we must say that some third state of affairs intervenes between
dusk and darkness,

Consider another example: When did the Apolle 11 spacecrall leave the
earth’s atmosphere? To say that there was no last moment at which it was in
the atmosphere (i.e. to say that it 15 indeterminate when 1t left the atmos-
phere), you do not have 1o say that the spacecraft went through a region that
was neither in the atmosphere nor outside it

Philosophers hanker to say that, if the truth of & statement 15 indeterminate,
the statement is not true. There is no basis for this hankering. The sunset ex-
ample and the atmosphere example show that there need be no third possibility,
in order for it to be indeterminate which of 1wo possibilities is the case. ™

It seems that V' should replace "“x is @™ is neither true nor false” with “it is
unclear whether x1s @', And then we reach the central theoretical problem
with vagueness: how to characterize the unclarity in a borderline case. Chap-
ters 5 and 6 defend a version of the popular view that we should call the
unclarity “indeterminacy’, and say that, in at least some borderhne cases, the
meaning of the word does not determine whether the word applies.

Is Dweorkin's Theory Affected?

How important 1s this argument to an assessment of Dhworkin's theory of
law? We need to ask whether the outcome of the debate can (1) advance or
(2) impede Dworkin's thesis that there is virtually alwavs a single right
answer 1o a legal question.

i Lhe law 15 the theory Ehat savs there are some, perhaps many, concrele proposilions of law ..
which are neither true nor Galse”, “Om Gaps in the Law’, n, 11 above, B4,

* Hilary Pulnam says that a vague statement i a borderlime case “may have no delerminate
truth value® (" Are Moral and Legal Vialues Made or Discovered ™, n. 16 above, 6. That shrewd
formulation is consistent with the claim I make, as Putnam can be interpreted as saying not that
the statement has some truth value other than “truc’ or *falsc”, b that it is indeterminate which
truth value the statement has. Crispin Wright tentatively rejects the notion of truth value gaps:
The Epistemic Conceplion of Vagueness', n, 29 above, 1389,
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L. I Dworkin's rule did eliminate vagueness, Dworkin's argument would
only establish that legal indeterminacy will not result from vagueness in the
tormulation of a legal rule of siech a rule of construction is used. There may be
no such rule, What is more, canons of construction tend to be formulated in
vague language. Dworkin answers this objection by stating that *we still leave
open the question of how the law is affected by the fact that courts, in these
canonical statements, have used vague terms™.™ But Dworkin's argument
that vagueness does not result in legal indeterminacy appeals to a rule for
eliminating that vagueness. So vagueness in canonical formulations of
canons of construction is outside the scope of that argument —unless, that 1s,
there are rules for the application of the canons of construction that elim-
imate their vagueness, And either those third-order rules would have to be
free of vagueness, or there would have to be rules for resolving ther vague-
ness . .. Dworkin is reduced to asserting that the vagueness of a rule and the
vagueness of rules of construction “do not mean that our question has no right
answer. . .. Nothing has vel been said, relying on the vagueness ol the term
“sacrilegious™, to make us doubt that our question has an answer,™

In fact, something can be said: the tolerance prinaple apphes in just the
same way both to sacrilegious” and to ‘clearly sacrilegious’. When we face
anv single borderline case, this fact does aof tell us that the law’s application
Loy the case s indeterminate. Buol it makes it perlectly clear that, unless the
epistemic view is correct, there must be cases in which it is indeterminate
whether a contract is sacnlegions or not,

2. Dworkin's right answer thesis is part of his theory of law as constructive
interpretation of the legal practice of a community. It does not rely on the dis-
cussion of vagueness, Indeed, it maght seem that Dworkin's discussion of
vagueness 15 expendable, and that, by focusing on it, | have missed the point
that the central elements of his theory leave the vagueness of language by the
wavside.

It may well seem that the potent themes of Dworkin’s theory of law are
simply at odds with the argument that [ have made. | may seem to have pre-
sumed that the requirements of the law are determined by the language in
which the law i1s formulated, so that indeterminacies in that language mean
Lhat on some 1issues the law's requirements are ned determmed. Perhaps that
view could be fleshed out with an explanation of what counts as a formulation
of the law (1L.e. with a theory of legal authority), and with an account of the
sysiematic nature of law {(of the circumstances in which you cannot under-
stand what the law requires or permits simply by reading a formulation of the
law, because vou also need to understand rules of conflict, vires, repeal,
precedent, and interpretation, and equitable doctrines, and so on). But
no account of that kind —that is, no account which, even with important

HoAMFP130, = Tl 131,



Vagueness and Legal Theory 71

qualifications, treats authoritative formulations as determining the require-
ments of the law—can be consistent with Dworkin's “protestant” theory of
law. I claimed at the beginning of this chapter that vagueness creates an
enigma for any theory that portrays courts as applying the law: it could be
argued that Dworkin's theory simply s not such a theory, unless by applying’
we mean ‘giving effect to the best constructive interpretation of .

Throughout s work Dworkin has insisted that the law’s requirements
cannot be identified {in clear or unclear cases) by asking how the language of
the authorities’ purported formulations of law applies to a case. Thus,
Dworkin's discussion of legal principles in Taking Rights Serionsly did not
simply add a new sort of standard to the legal toolbox; Dworkin claimed that
it 15 1n the nature of law that people cannot identity legal nights and duties by
applving formulations of the law. Rules, he agrees, are *applicable’ —they
‘provide’ such-and-such, they ‘stipulate” such-and-such; to state them is to
sav how they apply.™ Principles, on the other hand, *state a reason’, ‘argue’ in
a direction, are taken into account.™ To state them is nor to sav how they
apply. Moreover, on Dworkin's view, someone who says that a rule 1s bind-
ing implies that principles support its application.™ Therefore, no one can
state the requirements of the law merely by identifving the lawmaker, and
reporting what the lawmaker has required.

Similarly, in the theory of interpretation that Law’'s Empire expresses, pur-
ported formulations of the law go into the “preinterpretive stage” with the
rest of the legal history of the commumty. Anyone who aims 10 state the
requitements of the law has only begun at that stage, and must go on to work
out what political virtues would justify the demands of the law, and then to
decide what set of requirements would portray the law as best exemplifving
those virtues. Stating the requirements of the law is never a matter of stating
the application of the words in which 113 formulated.

Should we conclude that vagueness is neither here nor there in an inter-
pretive theory of law? To address that guestion we need to focus on what is
really Dworkin's main argument about vagueness: he does not regard many
of the seemingly vague words used in formulating legal standards (‘cruel’,
farr® L o L) as vague at all, but regards them as appeals to contestable con-
cepts.™ Vague words. in Dworkin's view, may present real (but uninterest-
ing } problems of application; concepts that admit of different conceptions, by
contrast, do not call for application at all. except in a special sense: they call
on people to participate in an interpretive practice of the kind described in
Law's Empire. 5o Dworkin warns against confusing “the case in which a le-
pislature uses a vague term, like “middle-aged™ or “red”™, with the different

= TRN 24-5, 0 Thagl, 2, = lhad. 38,

B See Ch 3.7, Mote that, when he makes (the argument that indeterminacy arising from vague-
ness can e eliminaied by a rule of consiruction, he expressly puis aside his account of concepts
that admit of different congepiions, Tor ithe purpose of argument; AMP 128,
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case in which it lavs down a concept that admits of different conceptions™*
Law’s Empire seems to maintain the same distinction: Dworkin calls vague-
ness a4 “semantic defect™ and sees no semantic defect in words for concepts
that admit of different conceptions, Perhaps Dworkin could finesse vague-
ness by generalzng his clamms about concepts that adoat of different
conceptions 1o all concepts. After all, people have different conceptions of
middle age and redness.

But that approach would not eradicate vagueness, Words such as “cruel
and “fair” and ‘courtesy’, which are Dworkin’s examples of concepts that
admit of different conceptions, are vague in the characteristic sense 1denti-
fied in Chapter 3.2, They share with words like ‘middle-aged’ and ‘red’ the
susceptibility to the sorites paradox that leads to the claim that there are
mdetermmacies in the appheation of vague words.™ That problem 1s not an
artefact of a theory of law that suffers from a semantic sting: it is a problem
for an interpretive theory foo,

Chapter 8 will address that problem further, by asking whether interpret-
ation can eradicate vagueness. I will argue that, if we leave behind the “appli-
cation’ view of law and adopt an mterpretive theory, we will still have to
conclude that vagueness in the law leads to indeterminacies in people’s legal
rights and duties,

4. Juridical Bivalence

[t 15 a consistent feature of legal svstems that legal institutions treat legal stand-
ards as af thewr appheation were bivalent. The potential content of court
orders is not bivalent, of course: penalties for offences and remedies in pub-
lic and private law typically vary to correspond to variations in the serious-
ness ol offences and in loss caused, and so on, But judgments are bivalent,
Lawyers talk as if everyone were either guilty or not guilty, either liable or
not hable. And courts vield one outcome or the other. We can call this way of
treating people’s legal position ‘juridical bivalence”.

To Dworkin, juridical bivalence is a reason to think that the reguirements
of the law are bivalent.™ John Finms, by contrast, has called junidical biva-
lence *a technical device tor use within the framework of legal process’.* 1f
the mdeterminacy claim succeeds, then junidical bivalence is, as Finnis

O TRN 124, LR 1T see also LR 351

© Twenty-lour-hour solitary confinement 15 cruel, 5005 23-hour 39-minute solitary conline-
ment, By a standard sorites series we can reach the conclusion thal one minuie of solitary con-
fincment per day (or nonc al all} s creel, Simular sorites senes could be construcied for
‘courleows’ G, reasonable’, and sooon. 1 See AMP L2 and see Ch. 8.3

# John Finmis, ¥ ENR 280 see alse 269, re the "no gaps” postulate.
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suggests, a device for coping with the complexity of affairs and the need for
unequivocal ouleomes.

It might seem that this device is a sham that should be abandoned: that the
law should admit that there is a continuum of concerts, causing a continuwm
of distress to neighbours, Instead of forcing courts to divide the guilty rave
organizers arbitrarily from the innocent, the law could respond with a con-
tnuum of degrees of guall, This proposal promises o chiminate the indeter-
minacy arising from vagueness.

The promise fails. First, graded standards might be undesirable. Turidical
bivalence radically simplifies some of the law’s most difficult tasks, Often it
seems to lead to injustice, when the court must give all or nothing to a plain-
uff who, 1t seems, ought to get something in between. Bul in such cases 1t 1s
gencrally the content of the law that is at Tault, rather than juridical biva-
lence, * It is remarkably useful for the law to commit itself to saying that a will
or & marnage or a contract 1s vahd or invahd, rather than that it 15 somewhal
valid. And although there are certainly degrees of culpability, it seems better
for the court to respond with a finding of guilt orinnocence {and with varving
sentences), than o respond with a finding of some degree of guiltiness. The
commitment to juridical bivalence enhances the court’s claim to offer resolu-
ton (see Chapter 9.5 below, on the need for resolution ). Perhaps we can even
peneralize and say that speaking unequivocally is vital to the self-respect that
law cherishes.

Whether juridical bivalence is desirable or undesirable, though, we should
s¢e that the law cannot eliminate indeterminacy by abandoning it. The
reason 1s that, just as there may be no nght answer to the question *Is this a
rave?” (under the present law), there might be no right answer to the question
‘How distressing is this concert? {under a system that offered graded
assessments instead of bivalent judgments). 5o, for example, measures of
damages are often vague, even though they are graded: an injury leading to
chronic backache does not call for any precise sum in compensation, ™

Vagueness is much more complex than the simple linear reasoning of the

¥ For example, if a legal sysiem suffers from all-or-nothing rules of negligence liability, it
does noet need 1o abandon jundical bivalence: it needs a sensible scheme of contnibutory
nephienoe,

* 8o for many remedial decisions we could formulate sorites problems: iF sum x is not sufli-
clignt compensation for #eix case of backache, thensum oy, isnot .. i six months” impriscnment
15 mit @ suthicient response W the senousness of dis assault, then six months and adavisnot ..
Mot Lhaet all decisions about sentence and aboul general damages are soriles-susceplible: many
are rescolved by precise tanifs, or merely by the conventional use of round numbers. But sorites
probloms in remedices and sentences arc importam because unlike the the sorites protlems that
arise i the case of the mullion raves, they arse (and are resolved by stipulations) in many real
wases, [ have not found room in this book Tor a general examination of such sorites problems; |
think that would necd a close ook at the nature of remedics and sentences, and a study of the
extent to which they are available as of right {or are restricted by rights), and an account of the
nature of the court’s diseretion, W the extent that they are discretionary.,



T4 Vagueness and Legal Theory

sorites paradox suggests, becavse of incommensurabilities (see Chapter 7.3
below ). There is more than one contimuum of seriousness of distress, Inregu-
lating raves, the Criminal Justice and Public Order Act recognizes loudness
and duration, If there is no right answer to the question of whether some very
nowsy, somewhat prolonged concert causes more serious distress than some
rather noisy, very prolonged concert, then indeterminacies will remain in a
scheme that gives an assessment of culpability that corresponds to the degree
of seriousness ol distress caused by a concerl. With graded outcomes, just as
with bivalent outcomes, a court has to give a precise answer in applying an
imprecise standard.

K. Conclusion

Sorites reasoning has this ironic feature: it shows that the extent of the deter-
minate is indeterminate. Because it is unclear whether some cases are in the
core of application of a word, a rule of construction requiring that a rule be
apphied only in core cases cannot eliminate vagueness. [ will argue in Chap-
ter 7 that there are cases in which all the ample and complex resources of judi-
cial interpretation of the requirements of vaguely formulated laws yigld no
night answer. The consequence of vagueness in formulations of legal rules s
indeterminacy in the requirements of the law in some cases (and also inde-
terminacy in the answer to the judge’s question *How should 1 decide this
case?” in some cases).” That conclusion scems o raise the unacceptable
prospect of saying ‘anvthing goes’, It seems mischievous to propose that
there are cases i which there 1s no help for the conscientions judge who
wants to do justice according to law — to propose that reason itself may have
nothing to say about the outcome of important litigation. But that is the
implication of the case of the millon raves.
We can now return to the claims [ have made:

{1} The [eature of vague language that 15 most ditficult for legal theories Lo
accommaodate is higher-order vagueness: Dworkin’s and Kelsen's the-
ories cannot accommodate it.

{2} Alegal theory should accept the indeterminacy claim.

(3} However, the traditional formulation of the indeterminacy claim, that
avague statement s ‘neither true nor false” n a borderhne case, 15 mis-
conceived, and should be abandoned.

The first pomt to notice s that claim (2) only holds upif vagueness leads to
linguistic indeterminacy (Lyvons and Dworkin accept, at least for the sake of

7 That conscguence will be avolded, however, il courts reprlace a vague standard with s pre-
cise stamdard, ex by speclying a peniod within which an action will be treated as having
oocurmed “within a reasonable time” for the purposes of an cnactment using that phrase,
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argument, that it does, and Kelsen could do so). Claim (2), therefore, relies
on the rejection of the epistemic solution to the sorites paradox. In Chapter 6
I will propose reasons not 1o take the epistemic view.

The second point to notice is the importance of higher-order vagueness; in
Chapter 5 1 will take a closer look at that puzzle, by discussing the obstacles it
poses to some proposed solutions to the sorites paradox.

The thard point s that, evenaf we conclude that the facts of vagueness con-
flict with central claims of (1o take the most important example) Dworkin’s
theory, nothing has yet been said as to whether the problem is trivial or enor-
mous. If we conclude that, in the case of the million raves, the law does not
identify a quietest rave, then we must conclude that there are some cases in
which the law does nol determine the parties” legal nights. But the gquestion
remains whether there are many such cases, or hardly any. Bvitsell, the claim
that there are no sharp boundaries to the application of vague expressions
savs nothing about how many cases there are in which the effect of the law s
indeterminate —it only says that there are such cases. Chapter 5.4 suggests
reasons for concluding that vagueness leads to significant indeterminacies:
the same reasons that support the indeterminacy claim support the view that
indeterminacies in the application of vague language are significant, The
same elusive gueshon 15 addressed further in the discussion ol incommensur-
ability in Chapter 7.3.

The final point to notice is the threat to the ideal of the rule of law. That
1deal seems 1o forbad judges to decide cases otherwise than by giving the out-
come determined by law. Theories adopting that view are popular. They
mike general theoretical tenets out of the standard view of adjudication: that
it is the duty of judges to give effect to the law and to decide like cases alike.
They take juridical bivalence not for the “technical device” that Finnis takes i
for, but as a picture of the structure of judicial duty, Chapter 9 faces up Lo the
threat to the ideal of the rule of law that seems to result if we take a different
view of the duties of judges.

But first we need toconsider the efforts of philosophers of logic to solve the
paradox of the heap. If those efforts succeed, they may rescue the standard
vicew of adjudication, If, as Targue, they do not succeed, they may help us to
reach a better understanding of the indeterminacy claim. and of its conse-
quences for legal theory.
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5
How Not to Solve the Paradox of the Heap

Can the sorites paradox be solved? A solution might provide an alternative
picture of the requirements of the law n borderline cases—a picture that
would rescue the standard view of adjudication. Should we take it for granted
that ordinary vague expressions are higher-order vague (as | did in Chapter
437 What exactly 1s higher-order vagueness? A theory that shows that there
15 no such thing as higher-order vagueness, or that provides a technique for
handling it, might rescue the standard view, by providing a model for the reso-
lution of indeterminacies by the interpretive resources of the law, Finally, are
the indeterminacies that arise from vagueness a trivial margin of fuzziness, or
are they substantial? Ifthey are trivial, perhaps the objechons to the standard
view can be ignored.

The questions about the sorites paradox and higher-order vagueness turn
oul to be connected. Like the theones of adjudicanon discussed in Chapler 4,
various proposed solutions 1o the sorites paradox face problems with higher-
order vagueness, In Section 1 1 will give very briel accounts of three such
solubions: supervaluation theory, degree theories, and the use of a “definiie-
ness” operator, We can generalize and say that theories of vagueness that
seck tosolve the sortes paradox, but also to postulate indeterminacy i bor-
derline cases, tace a problem of accounting for higher-order vagueness. They
are at nisk of swapping hivalence for trivalence, and denving one sharp
boundary only to end up with two: (1) between cases in which an expression
determinately applies, and cases in which its application is indeterminate,
and (1) between cases in which is application 1s indeterminate, and cases in
which it determinately does not apply. Section 2 argues that no theory should
deny higher-order vagueness, and offers the three theories mentioned an
alternative: they can reaterate at higher orders the demal of a sharp boundary
between truth and falsity that they made at the first order. Section 3 argues
that such an approach is liable to run into a new form of pragmatic paradox
which 1 will call the ‘paradox of trivalence”: denving sharp boundaries at all
orders may lead to asserting sharp boundaries at an arbitrarily high order.

I conclude that higher-order vagueness 15 truculeni: a theory should ner-
ther deny it, nor assert a particular number of orders of vagueness, nor even
assert that ordinary vague expressions are vague at all orders.

Section 4 asks whether vagueness s trivial or substantial. The conclusions
are (1) that there is no precise answer to the question ‘How vague is a vague
word?', and (1) that although 1t 15 difficult to make general claims about the
significance ol vagueness, there are general reasons [or rejecting the notion



TR Heow Not to Solve the Paradox of the Heap

that it is trivial. Section 3 discusses the importance of a little-recognized fact
about vagueness: that there may be no cfear borderline cases of the applica-
lion ol a vague expression. Section 6 asks whether we can dissolve the para-
dox, in Wittgensteinian style, by not asking the question ‘How big is the
smallest heap?

1. Semanticist Solotions

[ propose that no theory should try to solve the sontes paradox, There are
two general reasons for the proposal: the appeal of the familiar notion that
vague words draw no sharp boundaries, and the fact that solutions to the
paradox are bound to portray vague words asaf they did draw sharp bound-
aries. The ‘epistemic theory” expressly claims that there are sharp, unknow-
able boundaries between truth and falsity; 1 address it in Chapter 6. The
potential solutions discussed in the present chapler are “semanticist’ the-
ories: they claim that there are indeterminacies in the application of vague
words.” My proposal s, of course, ‘semanticist’ i the sense that it claims that
uncertainties in the application of vague expressions are not merely epi-
stemic, because the meaning of vague expressions does not determine sharp
boundaries to therr apphication. But Twill distinguish “semanticist theones’ as
theories that assert indeterminacy and also propose a solution to the
paradox,

The solutions (o the paradox that 1 will discuss attack the tolerance prin-
ciple. The epistemic theory claims that, in every sorites series, there is a
counter-instance Lo the tolerance principle. The semanticist theones claim that
the tolerance principle is false. or not altogether true, or that its truth is inde-
terminate, but they deny that there is generally any single counter-instance to
the tolerance principle. [ want o say that the tolerance principle can be
true. Mot that any tlerance claim is true, but that for the application of all
ordinary vague expressions in most ordinary contexts, it 15 possible to come up
with forms of the tolerance principle that are true. If we take that view, it leaves
us in the predicament of what Crispin Wright calls a ‘commonsensical indeter-
mimst who essays to accept both the coherence of vague expressions —ther
possession of at least some determinate positive and negative instances—and
their limited sensitivity [i.e. their tolerance|’.* The predicament is that we

' Note that philosophers ol logic use the term Sindeterminacy” in various wavs; in B, C
kooon’s usage, for instance, the application of a vague expression is ‘indeterminate” in an unclear
case, and then the dilference between epistemic and semantic theorsis s a difference between
those who think that indeterminacy is epistemic and those who think that il is semantic, See
Fooons, A Mew Soluiion io the Sortces Problem™ {1994 102 Aind 439,

* W right, ‘The Epistemic Conceplion of Vagueness' (1994 33 Sonthern Sowrnal of Philoso-
Phy (Supplesmteni) 133,141,
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seem o be commitied to the truth of the premisses and to the falsity of the
conclusion of a vahd argument. That 15 an unbearably inconsistent set of com-
mitments, not only for epistemic theorists but also for semanticists. It means
going through life with an unsolved paradox. The most common approach of
philosophers of logic who seck a solution is, as Wright points out, 1o Uy (o
draw “a principled distinction between vagueness and tolerance’”

My proposal needs a sigmbicant qualification, IU 15 consistent with some
solutions to the paradox, which are expressly presented as idealizations.
Willard Quine, for example, solved the paradox by asserting bivalence, but
admitted that to do so was 1o treal vague expressions as if they had sharp
boundaries (see below, Chapter 6.6). Dorothy Edgington’s theory of ‘degrees
of verity 15 a degree-theoretical approach that treats people as if they bore a
precise degree of closeness 1o certainty about the truth of a vague statement.
Such theories give a precise account which bears a vague relation to the facts;
they claim “approximate truth’* My claims are consistent with such idealized
theories, although those theories may take a different view of how substantial
vagueness 1s, depending on how approximate they are prepared to be”

The point of this discussion is not o give a survey of proposed solutions to
the paradox, nor even to do justice to the sophisticated elaborations of the
theores discussed.” It 15 only to bring mto focus the importance of higher-
order vagueness. L will not discuss other objections to the theories, and [ will
not claim that higher-order vagueness necessarily defeats those theories; |
only want to show the difficulty of a problem which, it seems, any semanticist
theory would face. Lexpect that the only way for a proposed solution 1o sur-
mount the problem s todealize. But Twall not prove that ik is so.

Supervaluation Theory

The theory that [ assigned to Kelsen is a supervaluational theory.” The idea is
that a vague expression can be made more precise, and that its meaning gives

' Ikad, 142

' Edginglon, *Vagueness by Degrees”, in Kosanna Keele and Peter Smiith {eds. ), Vagueness:
A Nepder (Cambridge, MU Press, 1W7 ), 294 500, gquoting Frank Kamsey.

* solutions based on an wdealieavion provide models of reasoming which may be uselul Tor
virious purposes of logicians. A major concern of such theories (and of much recent work on
vagueness ) s W give an aceount of the truth-functionality of complex stalements using vague
exprossions; | do mol address that problen.,

* In particular, | donot deal with what Stephen Schifler calls “unhappy faee solutions’, which
elaim that the wleranee principle is flse but {unlike the cpistomic theory }do not cxplain away
its plausibility. Se¢ “The Epstemic Theory of Vigueness™ (1999 13 Phdosophical Perspectives
4300, and “Twio Issues of Vagueness' (1995 81 The Mordsr 193, Wilhamson argues that Schilfer’s
unhappy face solution is “a new version of the old idea that vagueness invelves imedeemable
inecherence”, ‘Schiffer on the Epistemic Theory of Yagueness' (199490 13 Philosophical Per-
speciives 815, 514,

T A dassic statement of supervaluation theory is Kil Fine, “Vagueness, Truth and Logic'
(1973} 30 Sywchese 265, For discussions of the difficully higher-order vagueness poses for
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people a discretion to do so (a discretion like a judee’s discretion to impose a
sentence within a range). Speakers can ‘sharpen” a vague expression in dif-
[erent ways by adopting different boundary points, Think ol a vague state-
ment as ‘supertrue” if and only if it would be true no matter how you
sharpencd it (1t 1s true on all sharpemings ), and “superfalse” il 1t 1s false on all
sharpenings. Borderline cases are cases in which a statement s neither
supertrue nor superfalse: it is true on some sharpenings and false on others,
Supervaluation theory treats supertruth as trh, and superfalsity as Lalsity. Tt
treats vague statements in borderline cases as neither true nor false.

The paradox is solved because a statement of the tolerance principle is
false (iLe. superfalse, false on every sharpening). The principle of bivalence
holds, but it is neither true nor false that any particular step on a sorites series
15 the step from truth to falsity (a statement that the boundary comes al a par-
ticular point is true on one sharpening, and is false on every other sharpening,.
s 1t 1s netther supertrue nor superfalse).

Higher-order vagueness is a threat because the theory needs a notion of
‘admissible” sharpenings. The meaning of “tall” does not allow vou to sharpen
1t 50 that no one less than mine feet tall 1s tall. 5o the clearly tall people must
be those who are tall on all admissible sharpenings. But “admissible’ scems to
be vague, just as ‘clearly tall’ is vague. If there is no precise answer to the
gquestion “Which sharpenings are admissible” there 15 no precise answer Lo
the question “On which sharpenings must a statement be true in order to be
supertrue? We could formulate a new form of the sorites paradox for ‘x s
bald on all admissible sharpenings” (a sorites paradox for “itis supertrue that
x 15 bald™). It seems that the tolerance principle must apply in this series,
unless there 1s a sharp second-order boundary between clear cases and bor-
derline cases.

Degrees of Truth

Things can be more or less red, and a statement that something 15 red can be
closer to or farther from clear truth; these notions can be taken to support the
more controversial claim that statements can be more or less true, A vague
statement 15 one which may be true to a degree. The simplest scheme of
degrees presents 1 as clear truth, () as clear falsity, and vses the real numbers
betweenland 1 torepresent the degrees between clear truth and clear Ealsity ”

The paradox is solved because the conditional premiss in a sorites

supervaluation theory, see Timothy Williamson, Vagueresy { London: Routledge, 1994), 15661,
and R. M. Sainsbury and Timothy Williamson, “sontes’, i Bob Hale and Crispin Wghit {eds.),
A Comypirion i e Plalocopiey of Langige (Oxlond: Blackwell, 19497, 458,474

* Sece.g. Kenton F. Machina, “Truth, Belief, and Vagueness™ (1976) 5 Jowmal of Philosoph-
tcad Logie 47,601, Sce also Sainsbury and Williamson, ‘Sorfes’, o, T above, 4755,
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argument is not true to degree 1. The tiny departures from clear truth add up
with each step in the sorites argument, until it arnves al a clearly lalse
conclusion.”

Higher-order vagueness is a threat because such a scheme of numbers
presents asharp boundary between clear cases and borderline cases, There is
asharp boundary between 1 and real numbers less than 1. 1f there is no sharp
boundary to the cases in which it s clearly true to say that someone 15 bald,
the scheme of numbers misdescribes the application of vague language.

Definiteness

Clear cases Tor “tall” are people who are definitely tall. Crispin Wnight pro-
poses 1o use the notion of definiteness to allow indeterminacy and defuse the
paradox, without ‘any heavyweight —eg, supervaluational or degree-
theoretic —semantic apparatus’™ Instead of negating the claim that there 15
a sharp boundary,

(1) =(An)(Fx, & -Fx_ ),

we need to use “the expressive resources afforded by an operator expressing
definiteness or determinacy’." The phenomena of vagueness should not be
described by saving that any bald man will still be bald if he gains one hair, but
by saving that no one who is definitely bald can become definitely not bald by
gaiming one har,

(2) —~(3nj(Def|Fx | & Def|-Fx__ ).

Instead of saying that there is no sharp boundary between truth and falsity,
(2} says that there is no sharp boundary between delinite truth and definite fal-
sitv.” The paradox is solved because one instance of (2 does not yield a con-
clusion that can be substituted in another instance of (2 1t does not reiterate.

* A degree theonst nughl say that the paradox s selved because medus povens & mvalid: it
does not preserve degree of truth, because the statement alsiep i in 2 soriles series may b less
true than gither of the premisses that, by modies pronens, support it (the conditional premiss will
have avery high degree of truth, and the statement at stepi — 1 will hive a shightly higher degree
of truth than the statement at siep 1y, Edpmgton has aroued that a degree theonst should avoid
that “Seare Story” abown wedas porens, and consider an argument valid if and only i5-“the unver-
ity ol the conclusion cannmot excced the sum ol the unveritics of 1is promisses,” “Vagucness by
Degrees’, n. 4 abowe, 305, On that conception ol vahdily, modus posnens 15 valid,

= Wrght, “The Epistemic Comception of Vagueness', m. 2 above, 142,

W night, T1s Higher Orvder Viaguencss Coherent™ {19921 32 Analvsis 129, 130,

A Edgington has pointed out, it s not clear ‘what is the fate of the offending [(1)], onee it
has been noted that [L2)] s moocents “Wright and Sainsbory on Higher-Order YVagueness'
(1993} 53 Amalvsis 193, 193, Wright has recently sugpested that the offending (1} needs 1o be
abandoncd —but in an unspecificd way, “The Epistemic Conception of Vagueness™, n, 2 ahove,
142, i seems that Wright ssseris netther (1), nor the straighilorward epastemic claim that
(1) negates: (n)Fr & —Fx_ ). Perhaps we should say that, on Wright's view, the truth of the
tolerance principle is indeterminatg,
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Higher-order vagueness is a threat because there seems to be no sharp
houndary between statements that are and are not definitely true. So the
paradox can be reformulated at the second order:

(3) =(In)}(Def|Fx | & -Def[Fx_ ]

(3} is as paradoxical as (1): it is a form of the olerance principle for “‘defin-
iely F.

2. Higher-Order Vagueness

These theories have at least two general options for dealing with the threat of
mgher-order vagueness: to deny that 1t exists, or to treat 18 1n the same way as
they treat first-order vagueness,

Denving Higher-Order Vagueness

Evenif the appheation of words 1s indeterminate in some cases, it 1s tempting
to think that it must be cither determinate or indeterminate —if it is even
indeterminate whether it is determinate, it seems that it is indeterminate, We
can phrase the same puzele with another expression that philosophers use Lo
talk about indeterminacy: even if there is sometimes no fact of the matter, it
seems impossible for there to be no fact of the matter as to whether there is a
fact of the matter.

S0 it is tempting to think that there can be no such thing as higher-order
vagueness, After all, someone who s m any shadow ol a doubt 15 i doubt,
Suppose that we show someone a sorites series of concerts, starting with a
concert that clearly fits the definition of a rave, and moving by imperceptible
reductions in volume o a concert that clearly does not fit the defintion. Our
subject will be in no doubt that the first concert is a rave, and at some point in
the seres there will presumably™ be a single first concert about which he or
she feels some doubt. So 1t may seem that any speaker will find three sharply
bounded classes of case; cases in which x 1s undoubtedly F, cases in which x is
undoubtedly not F, and cases in which there 1s some doubt.

This tempiing view should be rejected. If there is a first case in which our
subject experiences doubt, that does not mean that there is a sharp boundary
to the doubtful cases, because there is no reason why he or she should not
have started experiencing doubt at a ditferent point in the series, and because
a rational speaker will not say, *I have no doubts whatever about thar case,

o In fact, we should probably not even presume that muoch; [expect that ‘she is in doubt” is a
vitgeue statement. Bul we doonol need (o come toos conclusion on the nature of doubd, for the
reson given in the et below,
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but I'm not sure about this immaterially different case’. Even if doubt were a
precise psvehological phenomenon, *doubtiul case” would sull be vague. ™

Wright has suggested that there is a sharp second-order boundary to clear
cases of the application of, at least, words like ‘red”; the clear cases are those on
which there 15 a consensus, and they end precisely where consensus ends: “We
have therefore to acknowledge, surprising as it may seem, that a Sorites series
of distinguwishable colour patches can contam a last patch which 1s delmtely
red: it will be a patch about whose redness there is a consensus . . and its imme-
diate successor will be a patch about which the consensus breaks down.™ But
this notion should be rejected for reasons that Sainsbury has pointed out:
“There is no requirement on you to align your usage with that of the maverick
who first breaks ranks. ™ There 15 just no reason Lo take any precise feature of
the use of the word *red” to mark a sharp boundary toits correct application.'’

There is a further reason not to deny higher-order vagueness, if any com-
paratives are vague (see above, Chapler 3.2). The vagueness of “balder’ 15
itsell a form of higher-order vagueness: if “balder’ is vague, then there cannot
be a determinately last clearly bald person, because some other person might
be neither clearly balder, nor clearly not balder. Chapter 7.3 argues that
incommensurabilities provide a reason for thinking that comparatives of
vague words are very commonly vague. IT *balder” 15 vague, “clearly bald’
must be vague. I ‘clearly bald® is vague, then higher-order vagueness cannot
be denied.

Reiterating the Deniol of Sharp Boundaries

Anvyone who wants to claim that there are no sharp boundaries at any order
must escape the fate that Dworkin prepared for R; they must escape triva-
lence. Thatis nof necessarily Lital to the three theones mentioned here. Each
of them could sav that there is no sharp boundary between clear and border-
line cases:

Supervaluation theory: “this sharpening s admissible” is true if and only
ifit1s true on every admissible sharpening of *admissible". "™

 Forasimilar argument against the appearance that there can be no higher-order vagueness,
sec Willtamson, Vaguweness, n, Tabsove, 161,

Y Further Reflections on the Sortes Paradox” (19875 15 Phifosephical Topies 227, 245,

¥ Sainsbury, 1s there Higher-Order Vagueness? (195 p41 Phiosophical Cuarferly 167, 177,

This clizim is elaborated below, in Sect. 4,

¥ Fine proposes two altermatives forsupervaluation theorny: "Anyihing that smscks of being a
Bordedine case 15 treated as a clear bordedine case, The meia-languages become precse al
siwmie, bt no pre-assigned, ordinal level, The only aliernative wo this is that the set of admissible
specifications is sellintrinsicallv vagoe,” “Vapueness, Troth and Logic™. n. 7 above, 297, The first
aliernative s Lo deny higher-order vagueness (thoush not necessarily at the second order). The
second alternative would seem o admil that sopervaluation theory cannol give a precise
aecount of vague language (hal Dam nod sure what “intrinsically” means},
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Degree theory: ‘this is the hairiest man of whom it is true to degree 1 that
he is bald” {and other statements of degrees of truth) may be true to
some degree less than 1 and greater than zero.
Pefiniteness: we should not say

(3} —(An)(DefFx | & -DellFx_ ).
but

(4} ~(Fn ) DefDef]Fx | & Del-Defl[Fx_ )"

Each of the three theories denied bivalence, and it seems that they can deny
trivalence too, by remnerating at the second order the demals of sharp
boundaries they made at the first order, 1 think that all such attempts are
doomed —doomed to generate sharp higher-order boundaries instead of
sharp first-order boundaries. and to face a higher-order form of irivalence.
which divides cases into the positive cases untouched by indeterminacy of
any order, the cases that are indeterminate at some order, and the negalive
cases untouched by indeterminacy at any order.® If so, then semanticist
theonsts face a form of pragmatic paradox: the denial of sharp boundaries
leads 1o the assertion of sharp boundaries. Twill try to illustrate this puzzle by
using a form of denial ol sharp boundaries similar to Wright's approach,
which Raz hinted at in his argument against Dworkin.

3. The Paradox of Trivalence

Recall R, Dworkin's opponent who wanted to defend the indeterminacy
claim by reiterating Vs denial of sharp boundaries to the application of
vague words. argued in Chapter 4.3 that K should abandon Vs formulation
of the problem. But it might seem that R%s most straghtforward response to
Dworkin would be to insise on reiterating Vs claim. Dworkin foresees this
defence, and tries to forestall it, He characterizes Voas distinguishing “x s not
@' Irom "1t 18 not true that xis @', and claims that the distinction makes sense
only if there are “independent criteria’ for asserting that x s ¢ and that it is not
¢, Even if V can make this distinction, Dworkin denies that R can make the
corresponding second-order distinction (which R needs) between (1) “p is

W rrhl miakes an assumplion about tie loge of *Del” which, he claims, vields paradoxical
conclusions from (43, with the resull that higher-order vagueness (unhke frsi=order vagueness)
i5 incoherent, “Is Higher Order Vagueness Coherent?”, n. 11 abowve, 131-2, Sainsbury ('Is there
Higher-Order Vagueness?, n. 16 ghove, 174-6) and Edgington (*Wright and Sainsbury on
Higher-Order Vapueness', o 12 above, 193-0) have opposed that clam, [ will not address that
debate, because of the reasons offered in Sect, 3 for thinking that reiterating the wse of a defin-
iteness operator will sl lead wea paradosx,

" Thus Sainsbury claims that sech (theones end up drawing two sharp boundaries, belween
the ‘unimpugnably delinite” positive cases, the unimpugnably definite negative cases, and cases
in between, '1s therg Higher-Ovder Vagueness?', n, L above, 169,
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not true” and (2) it 1s not true that pis troe’, *(1) savs . .. that the criteria for
assertng ( p) are nol mel. It does nol say that the critena [or asserting {~p)
are met. But (2) seems to say nothing more than the same thing, that is, that
the criteria for asserting () are not met. What more or less might it be taken
tomean?™ The obvious answer to Dworkin's thetorical question is this: ‘it is
not true that { p) s true’ can be taken to mean that the criteria for asserting
that { p)1s true are not met. (It does not say that the critena for asserting that
it is not troe that { p) are met.) V thinks that { p) is true (Le. the criteria for
asserting { p) are met) only in clear cases of { p). It is perfectly consistent with
that for R to think that it is true that it is true that { p) (Le. that the criteria for
asserting that { p) is true are met) only in clear cases of ity being true thar ( p).
K simply needs to claim that calling an assertion “true” adds something to that
assertion, and Vs scheme supports that claim —in fact, ¥ relies on that claim.

Dworkin sugeests that this answer to his rhetorical question would be
absurd: it seems that he would claim that the eriteria for asserting that { p) 1%
true just are the criteria for asserting that { p). Yet he has already allowed V
to distinguish between asserting that (p) and asserting that (p) is true.
Agpainst £, Dworkin deplovs a powerful intuition about truth: that adding a
claim of truth to another claim does not add anything to the claim. But thai
imtuifion 15 fatal to V), and not just to R I we put thal intwition aside long
enough o allow Voo distinguish the claim that () from the claim that it is
true that { p), then we have given a substantive content to what philosophers
call the “truth predicate’. We have distinguished ‘it is true that ( p)’ (in some
unarticulated way™) from *( p)’. We have inserted a logical space between
Up) and it s true that {(p)'. And then there 15 no way to stop R from
imserting the very same logical space between the claim thatitis true that { p)
and the claim that it is true that it is troe that { p), and so on,

Dworkan allows Vo distinguish between T p ) and [ p), but does not allow
K to distinguish between T'1{ p) and 11 p). He allows that adding the clause
‘it 1s true that . .. can add something to a statement, but only once, 50 "t s
true that it is true that .. s identical in meaning 1o “itis true that .. That
can only amount to stipulating that the truth of, for example, *this is sacrile-
prous’ can be indeterminate, but the truth of *it1s true that this s sacnilegions’
cannot be indeterminate,

I propose that we have to allow the logical space that Voalleges to both V
and R, orelse to neither, [T we allow it Lo both, does 875 elaim succeed against
Dworkin's defence?

T AMPA05n 3

7 Perhaps, as Dworkin sugzests, we have presupposed that it is trwe that (g3 means “the cri-
teria for asserting that { p) ave met’, Note that it we Tollow this reasoning {and characierize ¥as
delinming “it1s true thal § p)7 asequivalend to “the crtena forasserting that { g ) are met”), K cansull
pursue the scheme of denving that there are boundaries al any level: it makes perlect sense 1o

distinguish between the two claims (1) the eriteria for asserting that { o) are [orare not] met” and
(2} “the criteria for asscriing that the eritenia for asscrting that (@) are met ane |or are not| met’,
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In his response to the original form of Dworkin’s argument, Raz men-
tioned a technigque by which denials of sharp boundaries might be retterated
{although he did not propose to adopt the technigue ). He suggested that, ‘on
some semantic theories’, the view that vagueness is continuous ‘entails the
existence of an infinite number of truth values’, generated as in Figure 5.1.7

Proposition

—
™ MM
1 =1irue 1—{
F = [alse TR il
M = mewher e 1—|
o false THMMN NMBMN

and o om

Fra. 3.1

The proposal is that someone like Dworkin's K might resolutely set about
denving that there are sharp boundaries at each order in turn, and replacing
e¢ach putative boundary between classifications at level n with a range of
indeterminacy represented at level n+1 of the figure. 1 think that for R to fol-
low this strategy would result in an even more claborate scheme than Raz's
(in fact, Raz's scheme 1s a fragment of such a scheme ) see Figure 5.2,
semantic theones that represent vagueness i thes way lace some prob-
lems. First, K should deny that there are sharp boundaries at any level, sothat
this figure can be continued to any number of levels. Because each level in the
ligure shows that purported boundaries at the previowns level do not in fact
exist, no finite level of the figure represents the facts about the truth value of
{ pitor all pomts on 02, We would need to repeat the abolition of boundares
indefinitely to represent those facts. But looking at even the third level of the
figure can make someone dizzy, It is no part of linguistic competence to be
able to deal with the notion that the ruth value of the statement that so-and-so
15 tall is, say, the twenty-seventh truth value from the left on the eighty-third
level of the diagram. The notion 1s even less comprehensible than the notion
that the statement has a truth value of 0.72681. If the hierarchy displayed in
Figure 5.2 is a feature of the meaning of vague language, it is a feature that is
hidden from the people who use the language. Doubtless, what would lead
someone like R to deny that there are sharp boundaries is the instinct that the

BoRwr, AL 740 1A
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T
)

o TF ¢ L TH T
: i HF.MH i ML

Fua. 5.2
Notes: b is a putative boundary between truth values of a statement applying a vague
word. 13 is a dimension of comparison for objects to which the word might apply
(the enumerations of D correspond to levels; at each level it 15 dented that b exists al
the previows level), S s an arbitrary point at which it is certain that the word truly
applies. 1 is a least upper bound for the range of borderline cases for the application
ol the word.

The diagram can be translated into English by reading F as it is false that®, T as il
i true that”, N as “it is neither true nor false that’, by adding { p) at the end of every
sequence of letters, and by reading *. as “and”. As Raz pomnts out, F only appears at the
end of sequences, because elsewhere itwould simply amount to a disjunction of other
sequences of the same level as the sequence which it commences. Only sequences
beginming T .. 7 are truth values (as Raz pommts out). The only completely deter-
miinake truth values are T and TF; any value with N is a borderhine case of some order;
any truth value with & is determinately a borderline case of a particular order. This
diagram does not give the same representation as Raz’s diagram, because [ have not
adopled his suggestnon that VTV = VI

meaning of words in a language 15 only what speakers of the language under-
stand. Sharp boundaries would offend that instinet, But so would a hidden
(infinite) hierarchy of border regions.

Asecond problem s that the scheme m Figure 5.2 wiall not, in fact, suceceed
in getting rid of sharp boundaries. The great attraction of the approach is that
it appears not to present a higher-order form of trivalence. As we move along
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[ from left to right in Figure 5.2, there 15 no last case whose truth value
includes N, and there is no first case which is 1. There seems 1o be no sharp
dividing ling between cases that are T'{or TF) and the cases whose truth value
meludes N. That s just the result that K seeks.

Bui things are not so simple., [ will call the hierarchy of truth values shown
n Figure 5.2 *R's merarchy’. We can descrnibe R's hierarchy as a hierarchy of
truth values, and of areas of indeterminacy. We can also describe it as a hier-
archy of missing boundaries, marked b on Figure 5.2. & has the peculiar
property that, although its location on f2 s indeterminate, we can make some
assertions aboult it:

(1) foralln.b  =bh
(2,) foralln.b <35,

Here, ">"and "< mean “tothe right of” and *to the left of on £).{1 ) 15 R's propo-
sition that there are no sharp boundaries at any level —that at level n + 1
there is a region within which the classifications diagrammed at level n are
ndeterminate. That s, the sequence (b ) 18 an mcreasing (‘monotonic’)
Bouenee,

(2.} 1s a proposition that we can provisionally attribute to K: that there is
some case N that is T (L. not a borderline case of any order). That is, 5 is an
upper bound tor the sequence (b ). R's hierarchy spreads to the right {and to
the left) as nncreases, but it does not swallow up all of £

Now think of [3 as the real number line, It is an axiom of mathematical
analvsis that an increasing sequence of real numbers with an upper bound has
a feast upper bound. This s the axiom of ‘completeness’, which corresponds
to the principle that there are no gaps in the real numbers. The least upper
bound of the sequence (), marked uon Figure 5.2,1s a point such that, for an
arbitrarily small number e, there is a b, such that b = (1 — ). We can prove
that the sequence (b_) converges to a limit at w.” u, then, is precisely as un-
welcome to R as any other sharp boundary would be. Borderhne cases reach
alimit at 12 # is not a borderline case of any order; every point to the left of u
is a borderline case of some order. Call the result the *paradox of trivalence '

The project of denving that there are sharp boundaries of any order leads
to positing sharp boundaries at an arbitrarily high order.

i wants to deny trivalence, but the technigque of doing so itsell leads to asserting
higher-order trivalence. It is sometimes suggested that vague words are

“ T am using ‘case whose truth value is . looscly, as a shorthand for *case inwhich the truth
vilue of the vague stalement in question is. ...

= Letex iy = eisnotan upper bound for (&), because « i the feast upper bound, 5o thers is
anumber M suchthat by =u - e Foralln =M, b, <b & <plorallnsoforalln =M, (g -g)<h
= u. 5o for an arbitranly small number g, (o - £} < & Theretore mb = w1 have borrowed this
form of the prool from Kenneth A, Ross, Elsentary Analvsis: The Theory of Calesles (Mew
York: Springer-Yerlag, 1940}, 42 {theorem HEZ: Al bownded monotong sequences converge'),
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vague at all orders.™ The paradox of trivalence suggests that the no sharp
boundaries view should not make that claim —and 1t seems a good claim not
tomake. Itis hard to make sense (let alone plausibility ) out of the notion that
“tall” is Tth-order vague, or 4,166,332, (W6th-order vague). The no sharp
boundaries view must deny that, for any », there are sharp boundaries at .
Vagueness of order n should nof be asserted for all #, but there is no order
al which there are sharp boundaries. These two claims seem paradoxical in
themselves,

Wavs of Escaping the Paradox of Trivalence

. K could abandon proposition (2, ), above, and allow the hierarchy of
borderline regions to swallow up all of £, 1t might seem relatively painless to
do so; we simply allow that no vague statement is unequivocally true (1) or
false ('TF) in any case.™

There are two reasons for rejecting this escape route. The first is the initial
consideration against the scheme in Figure 5.2: even if we abandon propos-
ition (2, ) and the point u that it generates, we will still have an infinite hier-
archy of regions of indeterminacy shimmering all over £2—which offends R's
healthy prejudice against semantic secrets, The second, related, reason s the
pointlessness of theorizing that there is an indeterminacy at some level in the
truth value of the statement that someone seven foot six inches tall is tall.

2. R could deny that the axiom of completeness apphies. That might sul
someone who is prepared to deny bivalence. It would not be necessary (o
deny that hivalence holds tor proposibions with which classically vahd infer-
ences can be formulated. R would claim that ivis a feature of the meaning of
vague words that their application behaves as if I were incomplete; perhaps
we could say that this leature corresponds 1o the Tact that the location of b 1s
indeterminate. But I am not sure that it makes sense to do this: when the

o Iis plavsibe that all natural languages are nth-order vague Tor all 0., “Glossary” 1o
Bob Hale and Crispin Wright (eds.), A Companion fo the Philosophy of Langeage (Oxford:
Blackwell, W7}, 600, sv. "Higher-Urder Vagueness',

T Williamson adopts an epistemic analogue of this approach, In his theory, & s the boundary
beetween fruth and Falsity; it has a precise location on 73, But the position ol b is unkpowable, and
it s knowable that { plis truc only 1o the ight of 6.5, also kas a preerse posiiion, bl we cannist
know whiere it s either —we can only know that it s knowable that § 2 s troe ot poants o the nehit
of & —and 5o on. 5o Williamson's theory presants a hierarchy similar to that showmn in Fig. 5.2,
buil a hicrarchy generated by iterations of a knowability operator, rather than by ilerations of
claims that there 15 nosharp boundary between two truth values, Williamson docs not socept my
(23, amd as a resull he reaches what he calls ‘o mildly sceplical result’s that “Tor any proposition
other thana logical truth there is a finite bownd o the number of erations of knewledge one can
have of " [ Vagaeness, n. 7 above, 229, For K a comparable conclusion would perhaps be un-
preeplably sceplical. I scems only mildly scepuical (o suppose that no vague statement s know-
ably, knowably . ., true, I seems more seephical (o sav that o vague statement is determinaiely
true, | propose below that we should reject either form of scepticism.
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sorites series runs along a number line (like a scale of height, for the applica-
tion of *tall’), denying completeness amounts to denying the completeness of
the real numbers.

In any case, while the location of b, is indeterminate, it appears that R
would have to aceept the proposition that, for each n, there 1s a line segment
on I {(with a length which, though indeterminate, is greater than zero) which
represents the range within which there is an indeterminacy of order s in the
truth value of a statement. We can accept analogues of (1 ) and (2,) for a
sequence of such ling segments. That sequence will converge just as Lalleged
that the sequence (b ) converges.

1 propose that we should accept the following:

(A} R's distaste For sharp boundanes 1s a sound mstinet.

(B) Ifwe express that instinet by trving to deny at each order that there is
a sharp boundary to the application of vague words, we end up with a
new paradox: the project of ehminating sharp boundanes generates
sharp boundaries.

() Moreover, accepting R's hicrarchy as a representation of vagueness is
in ilsell as unattractive as accepting sharp boundaries would be.

(13} The only way out of these difficulties is a conclusion that graphical
representations of the truth values of vague statements are systemat-
wcally misleading. 1 pursue that point in Chapter 7.

R needs some other approach than multiplying truth values, Note the conse-
quence of the paradox of trivalence for Dworkin's elaborated argument. [
have argued that, if he allows /& (o differentiate between { p) s trug” and
Y )", he cannot stop R rom differentiating between “its true that {pas true”
and *(p)is true’, If that is right, K can come up with an infinite range of truth
values. But a new version of Dworkin's rule will work: it can be reformulated
Lo provide that a vague rule is only to be apphed whenitis Tthat the case fits
the rule. S0 a modified form of Dworkin's rule, it seems, would succeed if Vs
‘neither true nor false” formulation were a good charactenzation of vague-
ness, even it Dworkin allowed K to reiterate the denial of sharp boundaries.
[t seems that the paradox of trivalence will apply to supervaluation theory,
L degrees ol truth theory, and to the wse ol a definiteness operator, For any
word whose application can be mapped on D), any theory that postulates a
range of mdeterminacy around putative boundaries (at all orders) will run
into the same problem. And if a semanticist theory cannot escape the para-
dox of trivalence, it faces an objection: it cannot claim that there are no sharp
boundaries in the apphication ol vague expressions. [ seems thal an account
of vagueness that wants to make that claim should abandon the notion of
boundaries, instead of denving the existence of sharp boundaries at each
order. Chapter 7 supports this proposal, and discusses objections Lot
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Of course, there is one very simple way to respond to the paradox of triva-
lence: we could say that there are sharp boundaries to the area ol imdetermin-
acy. We cannot know where those boundaries are —so this proposal would
offer an epistemic solution to the paradox of trivalence. The proposal tempts
those who want to postulate indeterminacy in borderhine cases and still solve
the paradox.™ But the idea that there are sharp boundaries to the application
of phrases hke ‘defimtely a heap’ or even “determinately a heap” faces the
same objections as the idea that there are sharp boundaries to the application
of the word “heap’; T set out to articulate those objections in Chapter 6.

4. How Vague is a Vague Word?

Perhaps the standard view of adjudication is roughly correct; perhaps the
application of vague language in the law s generally determinate {at least,
once the resources of the law have been brought 1o bear), and cases in which
there 1s no answer to a question of application are exceptional enough that
they can be discounted. The standard view would substantially hold good,
like a description of the movement of billiard balls that ignores wind resist-
ance, A court would face a dilemma in the milhon raves case, but the defend-
ants whose legal position is indeterminate would be only very few, and we
can expect that real courts virtually never Face cases in which the law does not
answer the guestions belore the court.

We should not be hasty to reject this view, Assessing it means addressing a
nebulous question: *How vaguoe are vague words?” What can we say about the
extent of the indeterminacies in their application’ I we can say nothing pen-
eral, then there is nothing general to be said for or against this concessive vin-
dhication of the standard view of adjudication.

I think that there are reasons to conclude that the indeterminacy arising
from vagueness can be substantial. [t would be very odd to conclude that,
although there are cases in which the application of the definition of a rave is
indeterminate, they are limited to a tiny range of millhidecibels, so that virtu-
ally every concert s either determinately a rave or determimately not a rave.
The reasons to think that there are any such cases in the million raves case are

= Varwais philosophers have suggested such an approach; one particulacly explicn cxamplc
5 Kooons, wha argues that there i semantic indeterminacy” in borderline cases, but writes, *T am
nod embarrassed by a commitment 10 the existence of a sharp (but unknowable) boundary
hetween these things thal are definitely red (red wnder every permissible ordering) and those
that are not definitely red. The desire to avoid sharp boundarices is ne reason o postulate higher-
order vagueness, | will net postulate such second- or higher-order vagueness unless some inde-
pendent argument can be made for doing so." A New Solution o the Soriles Problem', n. 1
above, 7, | propose that the independent argument is an argument against an cpisicoie
pecounl of the vagueness of Koons's terms *definitely” and *permassible’, and gains support from
a general argument againsd the epistemic theory (see Ch, 6],
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also reasons 1o think that there are more than two or three. But whether
there are tens or hundreds or hundreds of thousands may itself be unclear.

The vagueness ol expressions varies greatly, and no doubt for some vague
expressions indeterminacy is narrowly restricted. But perhaps vagueness can
only be frivial of 1t 15 pegged to something precise. *Roughly 177.3 cm tall” 15
trivially vague in a way that “tall” is not. An understanding of vagueness
should be able to say something about the difference between ‘roughly
1773 em tall” and *tall”. But both are sorites-susceptible. So an understanding
of sorites reasoning itself would represent only a fragment of an understand-
ing of vague words. To see this, imagine a semantic sCenario; every person s
either clearly tall or clearly not tall, except that clarity breaks down between
177.3and 177.4cmin height. Between those two heights, there are borderline
cases, and any number of orders of vagueness, and, we might say, any
number of degrees of truth of statements that a person is tall, or any number
of admissible sharpenings of the word “tall’. But someone 1773 cm tall is
delinitely not tall, and someone 177.4 cm tall s definitely tall.

If all we know is that “tall” is sorites-susceptible, then, for all we know, that
scenario may be the case. In our scenano, we could formulate a sorites para-
dox —perhaps with steps in nanometres (though we could not formulate a
paradox in millimetres; in our scenario it 1s notl the case that anyone 1 mm
shorter than a tall personas tall). And we could describe “tall” as ngher-order
vague: the borderling cases are all taller than 177.3 cm and shorter than
177 .4 cm, but it 1s not clear just where they begin,

I our seenario is absurd, there is more to vagueness than the sorites para-
dox, The fact that sorites reasoning seems o be possible tells us nothing
about how vague a word s, To account for the vagueness of the word “tall’, it
15 tempting 1o think that we should be able to say something about how vague
it 1s. We can say at least this: there is no precise answer to the question "How
vague 1s the word “tall™?”

Here is one way to approach that question: we could say that the extent of
mdeterminacy will be determined by the size of the increments with which a
sorites series can be constructed. Consider two premisses: “any person whois
0.1 mm shorter than a tall person is tall” and “any person who is 1 cm shorler
than a tall person is tall”. We could construct a version of the sontes paradox
with either premiss, I the latier is true, the word “tall” is vaguer {there is more
indeterminacy in its apphication ) than il only the first is true. If not even the
first 1s true. then the word ‘tall” might as well be precise. It seems to be a
necessary feature of vague words that there is no precise answer to the
quesbion “What 15 the largest increment with which a sorites series can be
constructed?” That means that the extent of the indeterminacy arising from
vagueness is necessarily indeterminate.

We can call the step with which we can formulate a sorntes paradox a “tol-
erable step”. Consider three possible conditional premisses:
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iA) Anyone 1 mm shorter than a tall person is tall.
(B} Anyone | cmshorter than a tall person s tall.
(C) Anyone 1 mshorter than a tall person is tall.

()18 false: tall person™ 1s not thad vague. = IE{H) s true, “tall” is much vaguer
than if only {A) is true. I not even (A) is true, the vagueness of “tall” is negli-
gible, so that it might as well be precise, even if it is possible to formulate the
paradox with a step of, say, a nanometre.

It might seem obviously true that, if the meaning of a word is tolerant at all,
there 15 no largest tolerable step. Tt seems that 1if & 113 4 tolerable step, then a
step that is insignificantly larger than & must also be tolerable (in fact, if it 1s
possible to repeat a tolerable step, it seems that twice any tolerable step musi
be tolerable, and three tmes . .. ). This appearance 18 as obviously paradox-
ical as ordinary sorites reasoning: it leads to the absurd conclusion that any
step s tolerable.

Rov Sorensen has formulated a ‘meta-sorites” in which the categorical
premiss is the proposition that 1O mm is not a tolerable step for ‘short
man’, the inductive premiss s the proposition that a step | mm smaller than
a step that is not tolerable must also be not tolerable, and the conclusion is
that nostepin millimetres 1s tolerable.™ Sorensen argues that a proponent of
the tolerance principle must accept the premisses, reasoning, and conclusion
of the meta-sorites, which shows that the tolerance principle is inconsistent.

But it seems that the meta-sontes poses no new problem for a proponent
of tolerance.” There are two reasons: (1) a proponent of tolerance who is not
a nihilist seems already to be commitied to the truth of the premisses, the
validity of the reasoning, and the [alsity of the conclusion ol ordinary sorites
arguments: such a person will just say that the conclusion of the meta-sorites
15 False too; it presents no new crisis. (1) The proponent of tolerance is com-
mitted not only (0 Sorensen’s meta-sorites, but also to a corresponding,
reverse meta-sorites (of the sort [ suggested in the text above ), which starts
from the premiss that, say, | mm iy a tolerable step, and concludes that 1 mos
a tolerable step. Sorensen’s meta-sorites proves nothing, because it is
reversible. The paradoxicality of meta-sorites adds nothing to the problems,
il any, that an ordinary sorites series presents Lo a proponent of the tolerance
principle.

Butin any case, we do not need to engage in sorites reasoning to conclude
that there is no precise largest tolerable step. The tolerance principle iself
entails that conclusion. It is necessarily true that, if there is anv tolerable siep,
there 15 no largest tolerable step.

AN howgh wall mountem’ £ thal vague. See Ch 6.5 oncsyicalegorematic’ Lerms.,

% apueness, Measurement and Blurniness' (1988) 73 Svafiese 435,66,

T Pace Wright, whe suggests that Sorensen’s arpument makes trouble for ‘the commonsens-
wal indeterminist’. “The Epistemic Conception of Yagueness”, n. 2 above, 141,



94 Heow Not to Solve the Paradox of the Heap

Suppose the contrary: suppose that 1 mm is the largest wlerable step.
Then there would be some person A, . (a person whose height 1s i}, such
that:

(1) :"ul_” I:1'!-;t5|.ll.
[2] ﬂl.‘.‘ i :|||'|||iH LH'I]"
(3) A, | 800t tall,

(2} holds because we arve supposing that 1 mm s a tolerable step, and for that
to be the case is for it to be the case that anyone 1 mm shorter than a tall
person is tall. (3) holds because we are supposing that there is no tolerable
step preater than 1 mm, and if that is the case, there is a person who is tall, and
15 no more than 1 mm taller than someone who is not tall.

From (2) and {3) we conclude that “tall” 15 precise. There 1s no tolerable
step: vou are tall if and only if vour height is at least i = 1 mm. But that contra-
dicts our supposition that anyong 1 mm shorter than a tall person is tall.

5010 makes no sense 1o suppose that there 18 a precise largest step with
which we can construct a sorites paradox. If the meaning of a word is tolerant,
1t follows necessanly that it 15 indeterminate how tolerant it 15. Whether the
sorites paradox can be formulated for “tall” is a question of the meaning of
Hall”, Butif it can be formulated, it follows necessarily that the largest toler-
able stepas mdeterminate.

We can call this feature of vague words the vagueness of tolerance. The
vagueness of tolerance is a form of higher-order vagueness. The familiar form
of higher-order vagueness is the vagueness of phrases such as “borderline tall’
or ‘definitely tall’, or even “‘determinately tall”, Those phrases are vague if and
only if the magnitude of the range of borderline cases s mdeterminate, It as
| have argued, tolerance 1s necessarily vague, then words whose meaning is
tolerant are necessarily higher-order vague. If the tolerance principle holds,
there 1s no precise answer 1o the question *“Where do the borderline cases
start and stop?”

Wotieing the vagueness of tolerance does not bring us very much closer to
an account of the vagueness of “tall’, it scems, because we have got no closer
tosaying how vague “tall” 1s. Indeed, the vagueness of tolerance itself, like the
other features of sontes reasoming, could be illustrated even if someone
177.4 cm tall were definitely tall and someone 177.3 cm tall were definitely
not tall. We still have not said how vague “tall’ is; we have only shown that if
15 indeterminate how vague it is. To understand the word “tall’, it seems that
speakers need to understand something about how vague it is. The sorites
paradox tells us nothing about that.

It seems difficult to say anything general about the extent of indetermin-
acy. But we can still say something significant: we have two pictures of trivial
vagueness: ‘roughly 1773 em tall’, and a word similar to “tall’, for which
we could formulate asorites paradox in nanometres but not in millimetres. If
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the vagueness of “tall” is different from the vagueness of such expressions,
then il seems that we should reject the notion that vagueness 1s generally
trivial.

5. Mo Clear Borderline Cases?

Inventing hypothetical borderline cases is a pervasive technigue of philoso-
phers of vagueness ™ That is because 1t is not so easy to point to clear border-
line cases.

In his argument that the supervaluational theory cannot account for
higher-order vagueness, Samshury suggests that there are clear borderhne
cases: “We intuitively contrast ofear borderline cases and others. For ex-
ample, one might think that a sixteen-year-old is a clear borderline case with
respect 1o “child™, whereas one might be unsure whether a filteen-vear-old 15
a borderline case with respect to “child™.™ The way in which Sainsbury
miakes this claim dfustrates the point that philosophers in search of an illus-
tration of a borderline case typically need to hvpothesize one. One might
think that a 16-vear-old is a clear borderline case, but then again one mighi
not: one might be unsure whether i 16-year-old 15 a borderhine case, or 15
clearly no a child. One might even be unsure whether to say that a 16-year-
old is clearly a child, or to say that the same 16-year-old is clearly not a child.
That distinguishes borderling cases from clear cases of the application of a
vague expression: we do not need tosay ‘one might think” that a 4-vear-old is
a clear case with respect to “child’. We might express this point by saving that
there are no paradigm borderling cases: no cases which one must be able 1o
identity as borderline cases of the application of ‘child’, if one is to display an
understanding of the word.

A borderline case. it seems, is a case in which one is unable to say either that
the statement is not true. or that it is not false. Or rather, one s uncertain
whether (o say one or the other. That uncertainty is consistent with there
being a fact of the matier as to whether the statement is true or false, and it is
consistent with uncertamty as to whether the appheation of the word 15 inde-
terminate, This is an insight of the epistemic theory that we should hold onto
even if we reject the theory: uncertainty does not entail indeterminacy.

Remember ‘minor+", defined so thatit apphes to people under 17, and not
to people 18 and over {Chapter 3.4 above). If 17-year-olds are borderline
cases, they are clear borderhine cases. But that very fact seems to distinguish
them fundamentally from borderline cases for the application of a vague

= Forexample, Kit Fine says that it is true that Yul Brynner is bald and alse that Mick Jagger
i= bald, but he has w make up a ‘Herbert” of whom i s neither true nor false that he s bald.
Wagueness, Truth and Logic’, n, T above, 268, Examples could be muliiplied.

* Rainsbury, Pargdoxes, 2nd edn, {Cambridge: Cambridge University Press, 1993), 35,
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expression, Asked il a 17-year-old is a minor+, one would know just what to
say —that the definition neither makes a 17-year-old a minor+, nor excludes
4 17-year-old (it makes sense 1o say that it is neither true nor false that a 17-
vear-old is a minor+). And the definition leaves no room for reasonable dis-
agreement aboul whether a 17-vear-old 15 4 munor+: there 15 nothing to
disagree about, or 1o be unsure about. It makes sense for someone who
speaks English 1o be unsure whether a 16-year-old is a clear case of achild, or
15 clearly not a chald, ori1s clearly a borderhine case. Thal distinguishes “chald’
from ‘minor+". We might go so far as to say that, for example, ‘clearly sacri-
legions” is not necessardy even less vague than ‘sacrilegious’

I do not mean to claim that there are no borderline cases, and 1 do not even
mean (o claim that there are never any clear borderline cases for the applica-
ton of any vague expression, No doubt, the task 15 1o make a claim of the
right level of generality. We have just no reason to claim that there are clear
borderline cases for the application of all vague expressions in all contexts.

IT there are no clear borderline cases [or some expression, there seem Lo be
two consequences, First, we have areason toreject the ‘neither true nor false’
characterization of borderhine cases (the “traditional formulation” of the
indeterminacy claim discussed in Chapter 4). The assumption that there
must be clear borderling cases reflects the hankering to say that a statement
whose truth value is indetermmate 15 not true. A theory should not assume
that there must be clear borderline cases. We might put it that if there are
no clear borderline cases, we should rule out theories that assimilate truth to
clear truth.™ The reason is that, in at least some borderline cases, it is not
clear that a vague statement is not clearly true,

secondly, a lack of clear borderhne cases would play havoc with the ordin-
ary conception of higher-order vagueness, which pictures second-order
vagueness as unclarity in the distinction between clear cases and borderline
cases. If there are no clear borderhne cases, it seems that all first-order bor-
derline cases are also second-order borderline cases: while there are some
cases that are clearly clear cases, 1t 15 never clear that any case 15 nov a clear
case, and any uncertainty as o whether x is #coincides with uncertainty as to
whether v is clearly F,or with uncertainty whether x s clearly not F, or both,
But 1t seems mmplausible that there are sharp third-order boundarnes
between second-order borderline cases and clearly clear cases. 101t is uncer-
tain whether all irst-order borderline cases are also second-order borderline
cases, then it seems that they are third-order vague as well ...

Higher-order vagueness is a destroyer of theories; the obvious response
might be to seck a theory of higher-order vagueness, but we have seen some
serious obstacles to theorizing about higher-order vagueness. If there are no

oAs Fine's supervaluation theory does; ““A™ s true <= I is definitely the case that A
Wagueness, Truth and Logic’, n, T abowe, 295, Perhaps something similar is done by all theories
that use the werm “true” for one truth value inoa scheme of more than two truth values.,
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clear borderline cases, and it speakers cannot handle orders of vagueness
much higher than 2, then higher-order vagueness 1s an unstructured phe-
nomenon that does not lend itself to any more theoretical pronouncement
than the following:

A good theory should not postulate sharp boundaries at any order.

A good theory should not postulate an infinite number of orders of
VAZUCTICSS,

6. Conclusion: Can the Paradox be Dissolved?

If there are formidable obstacles 1o solving a paradox (L.e. obstacles 1o show-
ing that a premiss is false, or that the reasoning is invalid), perhaps we should
Lake Wiltgenstein's adwvice, and seck a way 1o dissolve it mstead. That ath-
tude seems to correspond to my suggestion that we should not try to solve the
paradox, and the ‘similarity model” 15 suggested by some of Wittgenstein's
remarks {see Chapter 7.4 below). Yel, even if we decide not to try to solve the
paradox, it is not a bit clear how to dissofve it, either.

Philosophical Tnvestigations points oul that expressions without sharp
boundaries are gseful,” and that may seem to be a promising start. The poimnt
was important to Wittgenstein, because he thought that it helped to clear
away the demand for determimacy ol sense that he attnbuted 1o Frege and (o
his own Tractatus, But many philosophers since Wittgensiein have made the
same point about the usefulness of vague expressions, and have kept on trying
to solve the paradox. The usefulness of vague expressions is consistent with
many solutions {including those mentioned here, and including the epistemic
theory), and does not iniself give any reason not to try to solve the paradox.,

A more promising Wittgensteinian idea might be that the paradoxical
question *“How big is the smallest heap?® is not a difficult philosophical
guestion that calls for a theory, but a misformulated gquestion, On this view,
the sorites paradox is a flvbottle —a trap for philosophers. Witigenstein sug-
gested that view in a briefl discussion of the sorites paradox in Philosephical
Grrammar: *“Make me a heap of sand here.” —*Fine, that is certainly some-
thing he would call a heap.” T was able to obey the command, so it was in
order. Bul what about this command *Make me the smallest heap vou would
still call & heap™! 1 would say: that is nonsense.™ The notion is that
philosophers should step asking the nonsensical question. There are two
problems with dismissing the paradox in this way. First, to ask the question
“Whatis the quietest rave?” 1s no more nonsensical than to ask “Which of these

SOPTER T, Th, TR,

% Philosophical Gramimar, ed. Rush Rhees, trans. Anthony Kenny {Oxford: Blackwell,

1974]), 240,
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are raves?” with reference to the million concerts. Presumably Witlgensiein
wolld not want to say that the question *Is this a heap”?” 1s nonsense — no mat-
ter how many times it is asked, and no matter what this is.

The second problem is that, like vague words, such questions have uses. It
15 commaon for chients to ask therr lawvers such questions — *"What 1s the most
our company can do in that jurisdiction without having to register?” “What is
the smallest proportion of chocolate we can use and still call it “chocolate™ 7
“Whalt 1s the carliest point al which we can arrest these bank robbers and stll
get a conviction for attempt?’ If the law on these points is vague, then all
these guestions are like the paradoxical question *How big is the smallest
heap?

O course, it 15 not only lawyers that face such questions, A child asked to
tidy a room may face the same form of question about the least bdy state of 4
room that counts as tidy. What is more, every practical question of the form
‘How long should [wait for the bus before walking?” shares the paradoxical
form of the question *“What is the smallest heap?™ Perhaps we can say that
the expectation of a precise answer to such questions would be nonsensical,
but the questions are not.

If we cannot just stop asking the paradoxical questions, it is not clear how
torshake off the urge to solve the paradox, Twill return to this question at the
end of Chapter 6, after we have discussed the purest expression of the urge Lo
solve the paradox: the epistemic theory,

" Edgington points oul that, for example, dieters and procrastinators may have to ask them-
selves stimilar practical questions in the pacadosical lorm, “Vagueness by Degrees’, oo 4 above,
2":"":". H«;-_‘ :_!||~i|.1 l.'|'||.; |._1|'i|.‘:l_l-u-.i1||'| |.|[-u-|t|'i1|.'~: |"|I.I.-'..-'||.:~: ifl l.;".-.e||l..|:_11i'|-'|.: h,,:il'\lbl'|il'lt_' i . n.i. |'|-._:|1|".'|.'.



6
The Epistemic Theory of Vagueness

THERE 15 one simple way to solve the sorites paradox. It is to say that there
are sharp boundaries to the application of vague words. In any sorites series
there is some counter-instance 1o the tolerance principle —there is a sharp
boundary. The most promiment form of this view holds that we donot or can-
not know where those boundaries are; borderline cases are those that are too
close to the unknown boundary for us to know which side of the boundary
they are on. That 1s the epistemic theory ol vagueness.

I have two purposes in discussing the epistemic theory, The first is to argue
that it should be rejected. It succeeds, then the indeterminacy claim 1s false,
and there is a right answer to anv question of the application of vague lan-
guage used in law-making,

The second purpose 1s to support two related, controversial claims: that
general evaluative and normative considerations are necessarily vague, and
that the meaning of a word 15 {or is analogous to) a rule for its use. These
claims support the indeterminacy claim: first, they underpin the notion that
the application of vague linguistic expressions is indeterminate in some
cases. Secondly, the two cliims support the view that the mterpretive
resources of the law are themselves vague. The latter claim wall prepare the
ground for the account of the role of interpretation in law in Chapter 8, This
argument supports the conclusion that the imdeterminacy thesis 15 nol just a
point about legal language: vagueness is commonly a feature of legal rights
and duties, and is a standard feature of the considerations on which judges
ought Lo acl.

I set out in this chapter to support those two claims, by examining and
rejecting a type of theory of meamng. 1 do so by taking advantage of Timothy
Williamson's sophisticated ¢laboration of the epistemic theory of vagueness.
He proposes an account of the relation between meaning and use which sup-
ports the epistemic theory. In this chapter | give an opposed account of that
relation, which supports and elaborates the similarity model of vagueness,

1. The Epistemic Theory

The epistemic theory has the attraction of simplicity. It also has the attrac-
tions of vindicating classical logic, of maintaining a simple relationship
between classical logic and the meaning ol words in a natural language, and
of doing nothing obviously innovative with the notion of truth. Its problem is
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that it makes a bizarre claim about the correct application of vague words: it
claims that their meanings determine sharp boundaries, which we cannot
locate.

The epistemic theory has the consequence that you could lay a hair on the
ground so that, all along its length, half of 1015 close to New York and half of
it 15 not. Or you could, except that you have no way of knowing where the
boundary is, The theory solves the paradox at the price of an apparently out-
landish account of the meaning of words.

The most straightforward argument for the epistemic theory is to say that
things just must be that way, because there is no other way to solve the sorites
paradox. The acceptability of a bizarre truth about the meaning of vague
words can be deduced from an acceptance of classical logic.' 1 will call this
argument the “logic argument’ (see the discussion of Willlamson's logic
argument in Chapter 4.3 above).

Epistemic theorists do not restrict themselves to the logic argument.” They
support it with arguments meant to dispel the appearance that their claims
about meaning are bizarre. They offer explanations of the meanings of
ordinary vague words aimed at unsetthng the semanticist hunch that there
can be no sharp boundanies to their application. T will call these arguments
semantic arguments’,

[ wall address Williamson's work: he has given the most compelling state-
ment of the logic argument, and the most systematic semantic arguments in
favour of the epistemic theory,? | conclude that the theory is doomed to make
untcnable semantic claims, and that it can sav nothing in defence of those
claims but that they must be true as a matter of logic, That is, the epistemic
theory must stake everything on the logic argument. Perhaps that conclusion
15 fatal for the epistemic theory, because it secems that the logic argument
does not require us to assert bivalence for all vague utterances. As
Williamson points out. 11 only requires us not o deny 1t for any vague
uiterance (193).

The fate of Wilhamson's semantic arguments 1s not only important for an
assessment of the epistemic theory of vagueness. It is also important for an
understanding of the relation between meaning and wse, It is a famihar
notion that the meaning of a word 15 determined by ats use; Willamson mter-
prets that notion as equivalent to the notion that the correct application of

UL Mark Platts: the tolerance pinciple " lalse, since . . parsdoxes would be gencrated by
15 vruth.” Ways of Meawning { London: Rowlledee & Kegan Paal, 1979, 230,

*Williamson sugeests that they do not need toodo so, and that it sould mot be helpful if they
didl: “there 15 no need toonsist, uneonstructively, that there mest be somediing wrong with the
ahjections w bivalence in borderdine coses”. Vagoeeness { London: Boutledge, 1994, 186 In this
chapter I will refer to Williamson's book by page numbers in parentheses,

"A thicd strand in Williamson's work has been o remoeve an objection be had seen (o the
epistemic theory, by cxplaining “what makes us ignorant” (xi; Ch. 8 is his answer). [ will no
address thatl argument.
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words supervenes on the dispositions of speakers. Scrutiny of this appeal to
supervenience suggests that if gives an unsatisfactory account of meaning —
an account that leaves the notion of correct application of words (and there-
fore the notion of a true statement) unintelligible.,

2. Meaning and Use

Wittgenstein gave philosophy of language two slogans: “the meaning of a
word 15 ils use in the language” and ‘nothing is hidden’.* Williamson takes a
view that many philosophers share: that the first slogan is sound if it is under-
stood properly, and the second 15 misgmided. He accepls the appeal of the
notion that the use of (some ) words determines their meaning: in his theory
the use of those words also determines sharp boundaries to their correct
application. Perhaps any semantic argument [or the epistemic theory needs
to take some similar approach, because it is hard to imagine what could
determine whether a word like “thin” applies to a given object in a given con-
text, other than the use of the word. Butitis also hard to imagine how the use
of a word like “thin’ could determine sharp boundaries to its application, and
this seems at a glance o be an olyechon to the epistemic theory, As
Williamson puts it, the objection is that “there is no line, for our use leaves not
a ling but a smear’ (206). I will call this objection to the epistemic theory the
‘use’ objection.

To evaluate the use objection, we need to unpack the notions of deter-
mination, of use, and of meaning. In this section [ wall discuss Willhamson's
interpretation of those notions: he treats the view that use determines mean-
g as claiming that the correct apphcation of words like “thin® supervenes
on the dispositions ol speakers. Dwall claim that, if this supervemence account
15 correct, the use of words like “thin® cannot be sharply bounded. On
Williamson's view, that makes itimpossible to give an account of vague state-
ments as having a meaning in g natural language: it leads to nihilism about the
meaning of vague expressions whose meaning is determined by their use,
sechion 4 proposes a different interpretation of the nobon that use deter-
mines meaning —an interpretation that does not support the epistemic
theory of vagueness. The account gives reason to think that understanding
the vagueness of evaluative language 1s essential to understanding vagueness
in general, and Section 5 addresses the vagueness of evaluative language.
section & gives an account of context dependence that 15 meant to support
Scctions 4 and 5.

U Philosophical Invesidgarions, rans, G, E. M. Anscombe {Oxlord: Blackwell, 1933),
=sects, 43, 435,
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Petermiriation

Williamson's response o the use objection offers an ingemous, austere
account of determination: “To say that use determines meaning is just to say
that meaning supervenes on use’ (206). And thar is just to say that there can-
not be a change in meaning, or a difference in meaning, without a change or
a difference in vse. Sameness of use entalls sameness of meaning. That,
Williamson implies, 1s all that we can make of the nobon that use determines
meaning.” An epistemic theorist can say that sameness of use entails same-
ness of meaning, so the fact that meaning is determined by use scems to give
no reason Lo doubt that there are precise boundaries to the application of
words such as “thin’.*

Anvone who wanlts to reject the epistemmic theory wall feel an urge to make
more of the notion that use determines meaning. It s important 1o
Williamson to insist that nothing more can be made of the connection
between meamng and use. He msists that there s no talgorithm for caleulat-
ing’” meaning from use (206}, no ‘recipe for extracting meaning from use’
(20°7). But Williamson does not need to say that there is nothing more te the
connection: the epistemic approach can say that the nature of the connection
is unknowable, at least to humans. The conclusion is that the connection
between meaning and use 15 a mystery, Thal connection poses no objection
to the epistemic theory, because no opponent of that theory can give an
account of the connection that shows that the application of vague words is
determinate in clear cases, and indeterminate in borderline cases: “The epi-
stemic theory of vagueness makes the connection between meaning and use
no harder to understand than it already 15, At worst, there may be no account
to be had, bevond a few vague salutary remarks. Meaning may supervene on
use in an unsurveyably chaotic way' (209). T will argue that if meaning super-
venes on use, then there cannot be sharp boundanes o the application of
vague words (this section). T will also claim that, whatever difficulties
there may be in giving a general philosophical account of the connection
between meaning and wse, no such difficulties stand in the way ol an
approach to meaning that is inconsistent with the ¢pistemic theory of vague-
ness {Sechon 4), An account of meaning requires a notion of “use’ that 15
different from Williamson's.

O S Meaning is wse™ that is, semantic facts concerning a language supervenc on (acls
aboul the linguistic behaviour of masters of that language.” R, M. Sainsbury and Timothy
Williamson, “Sorites’, in Bob Hale and Crispin Wright feds.), A Cowgpareion io the Philosophy of
Pangoage (Oxford; Blackwell, 1997}, 438, 480

O Willigmson, "What Makes o0 a Heap™™ {1990) 44 Erkenninis 327, 3310 "The cpistemic
theorist can accepd the .. supervenience thesis and apply 10w the bordedine case.”

" O falgonithm for caleulating reference”, Williamsen, “Wiight on the Epistemic Conceplion
of Vagueness' {19940 ) 56 Apalysis 39, 42,
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For the purpose of stating the use objection, Williamson ‘provisionally” iden-
tifies use with ‘our dispositions to assent to and dissent from” a declarative
sentence in varying circumstances {we will see that the theory needs to
include some additional dispositions ). We can call that notion of use *use-
as-dispositions’,

Williamson points out that we may be mistaken in {(some of) our dispos-
itions to assent to or dissent from the application of a vague word like “thin".
We may even be systematically mistaken. These facts explain the appeal of
the supervenience account: Williamson rightly insists that “Truth-conditions
cannot be reduced to statistics of assent and dissent’ (206 ). Supervenience
scems 1o allow Williamson 1o asserl a necessary but non-reductionist con-
nection between two sets of properties, without incurring an onus of explain-
ing the way in which one phenomenon determines the other,

Meaning

Meaning and reference are interchangeable in Williamson's supervenience
account of the connection between meaning and use. He charactenzes the
use objection as dentifying the meaning of a declarative sentence with its
truth conditions, and he sets out to show that the epistemic theory can assert
that the use of words hke “thin” determines truth conditions that set unknow-
able sharp boundaries to correct application (205).% I use determines truth
conditions, use thereby determines whether it 15 correct to apply a vague
predicate to a given object inoa given situation. 5o 1o state Williamson's
supervenience claim, we can leave out the notion of meaning, and say that
use determines the correct appheation {to given objects in given conlexts) of
some vague words.

To summarize, Willlamson offers an interpretation of the notion that use
determines meaning: the correct application of vague expressions like ‘thin’
supervenes on the dispositions of speakers, 1Uis not quite clear which expres-
stons this supervemience account applies to, although Willhamson suggests
that it is a general claim. He asserts that *A slight shift along one axis of mea-
surement in all our dispositions to use “thin”™ would slightly shift the meaning
and extension of “thin"," and he suggests that the pomt applies generally,
unless the meaning of words is ‘stabilized by natural divisions’ (231). Perhaps
the claim extends, then, to all terms that are not terms for natural kinds. For
the most part, I will leave aside the question of the scope of the superven-
ience account, and speak of “words like “thin™". But we should note that i

¥ However, meaning and truth conditions are naod equivalent in the epistemic theory {a pre-

cise stpulative defimtion of *thin” weedd change the meaning of ‘thin®, but might nof change its
exlension (205, 214) ).
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is patently obvious that the account must apply to many terms (e.g. ‘rave’)
used in formulating laws.

Note that the claim that a slight change in dispositions would slightly shift
the extension of ‘thin’ is a significantly stronger claim than the supervenience
claim. To say that correct application supervenes on dispositions is only to
say that correct application cannot change without a change in dispositions.
That says nothing about the consequences of any change in dispositions; it
only states a consequence of identity of dispositions. There is an ambiguity in
the claim that a slight shift in ‘all our dispositions to use “thin”’ would shift
the correct application of ‘thin’. Willtamson may mean that any change in the
base on which meaning supervenes (a base which includes all our dispos-
itions) would shift the correct application of ‘thin’. Or he may mean only to
say that the correct application of ‘thin’ would change slightly if all speakers
underwent a slight change in dispositions. Either claim would say more than
merely that correct application supervenes on dispositions.

I will treat Williamson’s supervenience account as including this stronger
claim (in some form); when it is useful to distinguish it from the rest of the
account, I will call it ‘the correlation claim’, since it seems to say that a differ-
ence (of some kind) in dispositions entails a difference in correct application.

The arguments in this section are all regress arguments. They allege indeter-
minacies in the base on which (in Williamson’s account) meaning super-
venes, and they rely on a claim that the supervenience account lacks
resources to eradicate indeterminacies in the supervenience base. Their pur-
pose is to show that Williamson’s epistemic theory cannot maintain a con-
nection between meaning and use. There are two alternative ways in which
these arguments can succeed, and there is a third way in which the purpose
might be achieved, independently of the regress arguments.

1. The regress arguments succeed if Williamson is committed to the
correlation claim. They succeed because, on the correlation claim, if the
supervenience base is not sharply bounded, then the correct application of a
word like ‘thin’ will not be sharply bounded. If ‘a slight shift along one axis of
measurement in all our dispositions to use “thin” would slightly shift the
meaning and extension of “thin’’, then by the same token a slight indeter-
minacy in what counts as ‘all our dispositions’ would make the extension of
‘thin’ slightly indeterminate. It is not quite clear whether (or in what form)
Williamson is committed to the correlation claim; perhaps an epistemic
theorist should reject that claim as inconsistent with Williamson’s view that
‘Meaning may supervene on use in an unsurveyably chaotic way’ (209).

2. Even without the correlation claim, the regress arguments succeed if
correct application cannot be sharply bounded when the supervenience
base is not sharply bounded. And that seems to be the case. Even if correct
application supervenes on use in an unsurveyable way, it seems that it can be
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sharply bounded only if it supervenes on a determinate base (1.e. everything
must either be part of the base, or not be part of the base ). The reason 1s as
follows: if correct application supervenes on use, correct application can
change only if use changes. If it is indeterminate whether something counts
as use, then there may be two situations in which it is indeterminate whether
use 15 the same i each. Then it will be indeterminate whether it is possible
that correct apphcation differs in the two situations. I it 15 mdeterminate
whether an expression may correctly apply in one situation and not in
another, there is indeterminacy in meaning.

Compare another supervenience relation: the result of a fair election
supervenes on the votes, I there is no answer to a question of the form “1s this
avole?', then there 1s no guarantee of a determimate election result. The elec-
tion will not give a result, if the result turns on the ballots whose status as
votes is indeterminate. Supervenience of correct application of words on dis-
positions ol speakers s similar, excepl that imdeterminacy as (o voles entails
only the possibifity that an election result will be indeterminate (the ballots
whose status as voles 15 indeterminate may not make a difference). In the
supervenience account of meaning and use, every indeterminacy in the
supervenience base entails indeterminacy in the supervenient property.
Elechions answer yes/no questions, or select one or more altlernatives from a
list. If the epistemic theory is (o use supervenience 1o maintain a connection
between meaning and use, it needs the relation by which use supervenes on
meaning (o divide a continuum perfectly sharply (and, in fact, it needs that
relation to divide a multiplicity of continua, corresponding to the grounds of
apphcation of words hke *thin’).

3. Even it sharp boundaries could supervene on an indeterminate base, the
supervenience account may not protect the epistemic theory against the use
objection, 1 there 1s more to say aboul the way in which use determmes
meaning than merely that correct application supervenes on dispositions of
speakers. A crucial aspect of Williamson's use of the supervenience account
15 his claim that no one can say more aboul the way in which use determines
meaning than that correct application supervenes on dispositions. In
section 4 1T wall give an outhne account of what more can be sad. For the
present, we should see that if nothing more can be said, then the notion that use
determines meaning is unintelligible. That means that the epistemic theory
cannol gmve an account of any intelligible connection between meaning
and use. Its only option is to say that no one can give an account of any such
imtelligible connection,

Section 2 sets out the regress arpuments, Section 3 aims to show the need for
a dhilferent interpretation of the notwon that use determmes meamng from
Williamson's. Rather than offering a competing interpretation of that
notion, I argue that the supervenience account needs (contrary to some
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suggestions of Williamson's) to treat some precise dispositional phenom-
enon as providing & norm for the application of the word, and that no such
phenomenon can do that job.

Disposiiions Cannel Determine Sharp Boundaries

We can think of dispositions as properties (of speakers, in this case ) that cor-
respond to counterfactual propositions: a person has a disposition to behave
in a given way in a given situation if and only if he or she would behave in that
way in that situation. There may be fatal objections to the very notion that
people have such dispositions with regard to the application of words, or that
such dispositions have any precise connection with the correct application of
words, IFwe think of dispositions as lawhke generahzations as to what some-
one will do, there are ordinarily none that are borne out without exception. If
we think of dispositions as probabilities, then it 15 hard to see how sharp
boundaries could supervene on them. But Twill set aside such potential objec-
tions, and accept for the purpose of argument that in any situation a person
has a disposihon that corresponds to the fact that he or she either would or
would not say ‘yes' to a question of the application of a vague expression in
any case, The result seems to be asharply bounded set of facts on which, in the
epistemic theory, the appheation of words such as “thin’ supervenes. Those
facts are hidden from us (1) because we do not know precisely what people are
disposed to do, and {11) even 1if we knew all that, we know of no algonthm that
would tell us whether it is correct 1o apply the word.

There are some good reasons for Williamson to adopt the notion of use-as-
dispositions. Suppose, instead, that we thought of use as speech events, That
would be fatal for the supervemence account: it would raise a question as to
wihich speech events count as the base on which meaning supervenes. How
recent would an utterance have to be for it to count as part of the base? The
answer (o that question could not be determined by use, on pain of a vicious
regress. The supervenience account cannot treat use as a setl of speech events,
because such a set would necessarily extend across time, and the super-
venience account lacks the resources to account for a sharp boundary to the
dispositions that count as part of the base. Use-as-dispositions secems Lo avoid
this diachronic problem. because it seems that it can be treaied as a purely
synchronic notion: the notion is that the application of an expression at any
moment supervenes on the dispositions ol speakers al that moment. The
result 15 the view that boundaries are unstable: thev change as dispositions
change. Williamson accepts mstability as annsight of the epistemic theory,
and not as an objection.”

* Bul nete that the imstabilivy that Williamson accepls (231 Jis nola consequence of adopling
a synchronic nolion of dispositions: he appears (o take the view that meaning continually
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Imagine a speech community of just two people, who speak a language
much like English. Suppose that one of them s disposed to say that it s dark
at 8.30 one evening, and suppose that the other is not disposed to say so until
8500 At 840 one of them says that it is darck, and the other says that 1t 1s not
dark. On the supervenience account, this pattern of use determines that one
of the two speakers istight (and also wiich of them is right) —in just the same
way that ther use of the word *dark” determines whether either of them 15
right when they both say that it is not dark at noon. What is more, the pattern
of dispositions determines a first nanoseccond of dark.

Il we thought only of the dispositions 1 have stated, it would seem particu-
larly bizarre 1o say that the pattern of dispositions determines a first nano-
second of dark. In fact, it would be surveyably Talse. But there 15 any number
of other facts about the dispositions of the two speakers, in addition 1o their
dispositions to assent 1o or dissent from statements applying vague expres-
stons — facts aboul the sérength of their dispositions, and their dispositions to
defer to each other, or not, etc. The supervenience account needs to appeal
to such additional dispositions.

In summary, the supervenience account needs (o treat speakers” dispos-
itions (and not speech events) as use, and it cannot restrict itself to dispos-
1t1ons to assent o or dissent from assertions. It needs to appeal to additional
dispositions.

Whaose Dispositions? Speech Communities

Cin the supervenience account, correct appheation cannot change unless the
dispositions of speakers change: if dispositions change, then correct applica-
tiom may {and, according to the correlation claim, does) change. This account
implies that, when a speaker in Spokane dies, the truth conditions of state-
ments applying the word “thin’ change, and a statement applying the word
‘thin’ in a horderline case in Bombay may switch from true to false. But this
semantic butterfly effect is no more bizarre than the notion that there is a
sharp boundary to the application of vague words, and it will not bother an
epistemic theonst, Note, however, that 1115 4 consequence that anses onlyaf
we think of the supervenience base as comprising the dispositions of {some-
thing like ) all English speakers in the world. Does that make sense?
Willlamson treals meaning as supervening on “our use’ (206). “Our’ 18
unspecific: “we’ could refer to vou and me, or everyone, or some class in
between. Untl it 1s made specific, there 15 no sharply bounded supervemn-
cnce base. The supervenience account needs a sharply bounded speech

changes as a diachronically extended pattern of use changes. As Willlamson presents it the
supervenience aocount s vulnerable (o the diachronic problem: he savs, “What vou mean by
“thin™ does nol depend solely on what you would sav in your present circumstances and mool’
(231,
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community, and speech communities are not ordinarily sharply bounded.
This is not only a geographical problem, but a problem of which foreign lan-
puape speakers are also English speakers, which children count as compe-
tent, which speakers are too eccentric to count, and so on. The indeterminacy
will remain whether the language commumity 15 simply “speakers of Enghsh’,
or any subdivision. There is no way o define a language community that is
non-arbitrary and precise. Perhaps the only viable eriterion is mutual intelli-
gibality, and that s extremely vague.

Morcover, use of a language within a community will include different
ways Of speaking corresponding to ethnic or local differences, social strata,
women's Lalk, men’s talk, written and spoken language and different genres
of writing, formal and informal speech situations, different ways of speaking
Lo grown-ups and children, conventions of exaggeration and understatement
in particular situations, tendencies 1o self-consciousness in various situ-
ations, and so on and so on. To treat all the dispositions of members of the
communily as the supervenience base would be 1o distort the use of language
within a community. But if we treat each of these innumerable ethnolinguis-
tic vaneties as a separate language, mdeterminacy wall anse as to which
language’ is being spoken on a particular occasion.

Suppose that there are two towns, Slough and Leighton Buzzard, in each
of which people have varving dispositions to apply the word “thin'. Suppose
that there are precise facts about those dispositions, and that the dispositions
of people in Slough are slightly different from the disposibions of people in
Leighton Buzzard.

[t might seem tempting to say that there are slightly different norms for the
use of the word “thin" in Slough and Leighton Buzzard (each of which differs,
presumably slightly, from the norm for its use in English in general ), and that
in his or her idiolect each speaker has his or her own norm for the use of the
word, Each of these “languages’ — English, or Leighton Buzzard Englhish, or
Slough English, or an individueal speaker’s idiolect —corresponds to a differ-
ent set of dispositions to apply the word “thin’.

Here lurks a problem for the epistemic theory: even if we can affirm the
principle of bivalence for any specified “language’, a vague statement in a bor-
derhne case may be true in one “language’, and false in another. A speaker
who uiters a vague statement in a borderline case may say something that is
true in their idiolect, and false in the English of their family, and true in the
English of their town. and false in the English of their couniry, and true in
English in general (and there arve countless other “languages” corresponding
to countless other speech communities we could conceive ol the speaker as
belonging to). If meaning supervenes on usc-as-dispositions, then the sharp
boundaries to the application of vague words are not only unstable, they are
also refative o a speafication of whose dispositions count for the purpose of
determining meaning. For any human language, the epistemic theory must



The Epistemic Theory of Vagueness 109

postulate a large finite number of sharp extensions of vague words, corres-
ponding to a large finite number of speech communities. It makes no sense to
talk of rhe truth value of a statement, except in relation to one specification of
the extent of the speech community whose dispositions determine its truth
value (and one specification of which ethnolinguistic register is being used,
and so on).

It would be simpler for the epistemic theory to say that all English speakers
are members of one speech community. speaking one language — English. But
the problem of membership is actually insurmountable for an epistemic
theorist who wants to describe people simply as speaking £nglish. To say that
the dispositions of all and only English speakers count would be to give a vague
specification of the base on which correct application supervenes: it may be
unclear whether some young children, and eccentric adults, and students of
English as a second language, count as English speakers. It is a specification
that can only support the epistemic theory if there is a sharply bounded
answer to the question *Who counts as an English speaker?’ The epistemic
theory will say that every person either is or is not an English speaker, and that
we cannot know whether to call some people "English speakers’. But “‘English
speaker’ and ‘speech community’ seem to be expressions like ‘thin’—in
Williamson’s terms. their correct application is not ‘stabilized’ by natural divi-
sions, and it seems that Williamson should say that their correct application
supervenes on the dispositions of speakers. But the expression ‘English
speaker’ cannot be explained as having a sharp boundary that supervenes on
the dispositions of English speakers, because a regress would ensue:

(1) There are sharp boundaries to the correct application of ‘thin’; they
supervene on the dispositions of English speakers.

(2) There are sharp boundaries to the correct application of ‘English
speaker” (and, therefore, sharp boundaries to the base on which the
correct application of ‘thin’ supervenes); they supervene on the dis-
positions of English speakers.

(3) There are sharp boundaries to the correct application of ‘English
speaker’ (and, therefore, sharp boundaries to the base on which the
correct application of ‘English speaker’ supervenes); they supervene
on the dispositions of English speakers.

Is this regress vicious? It is not vicious merely in virtue of the fact that it gen-
erates an infinite number of unknowably true statements. That need not
embarrass an epistemic theorist: if there is even one unknowably true state-
ment, there is an infinite number of unknowably true conjunctive statements.
Itmay seem that an epistemic theorist must simply say that there is an infinite
number of unknowable answers to questions about membership in a speech
community.
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But the regress is vicious (at step 2, rather than at an arbitrarily high level),
because the dispositions of English speakers may not determine sharp
boundaries to the group of English speakers. Each step above step 1 asserts
what it also presupposes: that the group of English speakers has sharp bound-
aries. To illustrate the problem with this regress of dispositions, consider the
case of Elfi. I propose that an epistemic theorist who uses the supervenience
account of meaning and use needs to admit that the following scenario is
possible; the scenario shows that that account cannot portray use as deter-
mining sharp boundaries to the application of vague words.

Elfi the borderline English speaker

Imagine a woman called Elfi, who is a borderline case for the correct appli-
cation of the term ‘English speaker’. No one knows whether it is true or
false to say that she is an English speaker. In fact (although no one can
know it), her capacities place her so close to the hidden sharp boundary
between English speakers and non-English speakers that if her own dis-
positions are included in the supervenience base, she counts as an English
speaker, and if her dispositions are not included in the base, she does not
count as an English speaker. Are Elfi’s dispositions part of the super-
venience base? They are if she is an English speaker, and they are not if she
is not an English speaker. Either way, the dispositions of English speakers
cannot answer the question whether Elfi is an English speaker. It is not just
that no one can know the answer; it is that, if there is an unknowable
answer, it is not supplied by the dispositions of English speakers.

On one interpretation of the correlation claim, Elfi is possible because
adding any single speaker’s dispositions to the supervenience base changes
the truth conditions of a vague statement. And even on the pure super-
venience claim, Elfi is possible because it is possible that those truth con-
ditions will change if the supervenience base changes.

An epistemic theorist might say that, until we have an account of what does
make someone an English speaker, there is no support for the notion that it
is indeterminate in any case whether someone is an English speaker. And |
have not shown that there is no hidden sharp boundary between people who
are and are not English speakers. But the problem for the epistemic theory is
that the dispositions of English speakers cannot determine whether it is true
to say that Elfi is an English speaker. This is not a proof of indeterminacy, but
it indicates that the epistemic theory cannot support the claim that it is use
that determines the sharp boundaries that the theory postulates.

We should conclude that there is a constraint on the supervenience
account: to the extent that use determines meaning, the principle of biva-
lence can only be affirmed relative to a precise specification of the speakers
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whose dispositions count as "use’. Any such specitication of the membership
ol any ordinary speech community {whether it 1s Leighton Buzzard English
speakers or English speakers in general ) would be a stipulation. If the truth
of a vague statement supervenes on the dispositions of speakers, that state-
ment may be true relative to some specifications of the class of speakers, and
false relative to others. Sharp boundaries to membership in the class of
speakers cannot supervene on dispositions of speakers. 5o the principle of
bivalence can be affirmed only relative wo a stipulaiion.

That is a dismal conclusion, because the goal of the theory was to apply
classical logic to utterances in a natural language. It is impossible 1o use the
supervenience account to do so, and in Williamson’s theory the consequence
15 that, i natural languages, words whose meaning 15 determined by use are
semantically defective. Those words are incoherent in a natural language.

To solve this problem of membership in a speech community, the epi-
stemic theory could view idiodecis alone as semantically adequate. I thas
works, the notion of a natural language would be rescued as a coherent
notion within an idiclect: the extension of *English speaker” within an idiolect
would supervene on the dispositions of the individual speaker. But words
like “thin” would still have no meaning in a natural language, Think of cach
person asspeaking thew own language, and think of therr statements as bemng
true or false in their idiofect. Each speaker tries to achieve a rough match with
the idiolects of others, but their statements have meaning only within their
own idiolects. The problem ol specifying membership in a speech communily
vanishes, at least if we are willing to take it for granted that anv speaker has a
single set of dispositions.

That approach s not Williamson's: he insists that “linguistic meaning is
socially determined’, so that shight differences in dispositions among speak-
ers donot generate muluple meanings (236).° That msight s patently sound,
and it s an argument against the supervenience account.

Which Dispositions? Mistakes and Other Falsehoods

If we shek toadiolects, we have deaded whose dispositions count, But a ques-
tion remains as to which of a speaker’s dispositions count. We saw that the
supervenience base must include more than just dispositions to assent to or
dhssent from applhications of a vague expression. Pertinent dispositions must
include dispositions todefer to others, to hesitate and to hedge, to experience
various psychological phenomena, and dispositions concerning the use of
related expressions, and so on. But not all dispositions can be pertinent to the
determination of meaning. If the correct application of “thin’ supervenes on

OO whad individual speakers mean by a word can be parasitic on s meaning in a public
language' (211}
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dispositions, it 1s plausible to think that it also supervenes on a base that does
not include speakers” dispositions, e.g. to split infinitives, IF it is true to say
that sharp boundaries supervene on all dispositions ol speakers, and some
dispositions have nothing to do with the application of “thin” {so that we can
say that the apphcation of “thin' cannot change when there 15 no change
excepl in those dispositions), then it is also true to say that (the same) sharp
boundaries supervene on some proper subset of dispositions of speakers."!

The guestion for the supervemence account 18 how strong the superve-
nience claim should be. Does correct application supervene on all dispos-
iions of speakers? on pertinent dispositions of speakers? on dispositions of
spreakers o assent—dissent? The first claim is too weak, and we have scen that
supervenience on dispositions to assent to or dissent from declarative sen-
tences applving the vague word would be too strong, The epistermic theonist
needs to make a supervenience claim similar to the second listed above: that
correct application supervenes on pertinent dispositions. But “pertinent” is
vague, and sharp boundaries to its application cannot supervene on pertingnt
dispositions of speakers, because a vicious regress would resuli. The epis-
temic theory will assert that the apphcation of ‘pertinent” muust be sharply
bounded, but it has no semantic argument 1o account for ‘pertinent’ as bi-
valent, Sharp boundaries to pertinent dispositions cannot be determined by
pertinent dispositions: an account that made such a claim would end in a
regress analogous to the regress that led to the Elfi scenario.

Perhaps a more serious problem for the epistemic theory is how to account
for mistaken dispositions. Can we make sense of the notion that a person
might be disposed to misapply a word? Williamson is, rightly, commitied to
domg so; he presents the possibility of mistakes as i reason why there 15 no
‘recipe for extracting meaning from vse’ (193); his purpose is to absolve the
epistemic theory from the obnoxious burden of having to say how use deter-
mines sharp boundaries. He insists that even the agreement of speakers in
their dispositions to apply a word “does not generally guaranice the correct-
ness of that applhicabion. Whole societies can sometimes be mustaken.™ |
have argued that the epistemic theory can only postulate a determinate base
for the supervenience of meaning within an idiolect. But the possibility of
mistake apphes toadiolects too. Unless we abandon the notion of a mistake,
and say that a word just applies to whatever a person is disposed to apply it 1o,
we need to admit that a speaker might be disposed to misapply a word.

Williamson suggests that the problem is that someone's dispositions 1o
apply the word ‘thin’ may be mistaken because a thin person may not look
thin for some reason, and a speaker may not be famihar wath the relevant

A nher way of putting the same objection s that the correlation ¢laim, which says (hat a
shilt in dispositions would shift the meaning of an expression, needs an account of wiich dispos-
ilios il applies Lo,

2 Williamson, “What Makes ita Heap? ', n. 6 above, 330,
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comparison class (206). Those forms of mistake seem not to pose a basic
problem for the epistemic theory: besides his or her disposition not to apply
the word ‘thin’ to that person, the speaker will have other dispositions (to
make a different judgment in different perceptual conditions or with greater
familiarity with the comparison class, to decide that they had misapplied the
word, to defer to better-placed speakers. . .). The correct application of ‘thin’
in the speaker’s idiolect supervenes on all the speaker’s (pertinent) dispos-
itions. The complexity of dispositions might also account for dispositions to
lie, or to be sarcastic. or generous: someone might be disposed to call some-
one who is not thin ‘thin’. but also to admit in the right circumstances that
they were exaggerating.

But the problem of dispositions to misapply a word is more far-reaching:
people may misjudge the application of the word ‘thin’, without having any
other inconsistent disposition. They may not be thinking straight for a
moment, or they may be systematically disposed to exaggerate in a way that
is unreflective and thoroughly consistent. It seems that the supervenience
account needs an account of dispositions to misjudge that do not arise from
unfavourable perceptual conditions or lack of information. But the super-
venience account cannot appeal to the dispositions of other speakers. on pain
of the regress that would arise if the supervenience account appealed to use
in a speech community. And it cannot appeal to dispositions across time, on
pain of the same diachronic regress that would arise if a supervenience
account tried to adopt the notion of use-as-speech-events.

This point about mistakes has more far-reaching consequences than the
impossibility of a recipe or algorithm: it seems that it is not just beyond our
capacities, but impossible in principle, to identify sharp boundaries to the
application of the word ‘thin’ by reference to the dispositions of speakers. We
could not do so without an account of which dispositions are mistaken, and
we can have no such account unless we know the application of the word.
This is not just an epistemic problem. No being with greater cognitive powers
than ours could identify the correct application of a word on the basis of the
dispositions of speakers, without already being able to distinguish mistaken
dispositions from dispositions that count. So no such being could identify
sharp boundaries to the correct application of a word merely on the basis of
dispositions.

It seems that the epistemic theory must account for the word ‘thin’ as
applying correctly, in a speaker’s idiolect, while the speaker is disposed todo
what others (or the speaker at other moments) would call ‘misapplying’ it.
But that account is incoherent: it would eliminate the notion of mistaken dis-
positions, and would thereby eliminate the notion of the correctness of a
speaker’s dispositions {(a notion which the account uses). ‘Mistaken’ would
become a term that has meaning only at a moment within an idiolect. and
could not apply to the consistent dispositions of the speaker. :
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How Use Determines Meaning: A Way of Supervening?

The general argument of this section has been that the supervenience
account cannot help the epistemic theory, because it supposes that meaning
is determined by a pattern of use, and ‘pattern of use’ is vague. It would beg
the question against the epistemic theory to say that, because ‘pattern of use’
is vague, the extension of a pattern of use may be indeterminate. But a
pattern of use of ‘thin’ cannot have sharp boundaries that are determined by
a pattern of use of ‘pattern of use’. The supervenience account has nothing to
support the notion that there is a sharply bounded set of dispositions that are
pertinent to the application of any vague word —except the logic argument.

Now we face a different and more basic problem: if there were a sharply
bounded pattern of use of a word like ‘thin’, what would make it right or
wrong to apply the word? As Williamson has pointed out, ‘Our use deter-
mines many lines,’'* such as the line between unanimity and lack of unanim-
ity, or between majority assent and less than majority assent. But he points
out that there is no reason to think that any such line is the line between truth
and falsity (206). Williamson responds to these facts by renouncing reduc-
tionism'* —implying that the supervenience account does not commit him to
identifying any precise dispositional phenomenon as equivalent to the line
between truth and falsity. Yet if supervenience is a relation of determination,
it seems that Williamson must claim that something about the dispositions of
speakers makes it right or wrong to apply a word like ‘thin’, so that some pre-
cise dispositional phenomenon is equivalent to the line between truth and
falsity, but we cannot know which. And, on the correlation claim, a tiny
change in dispositions brings about a tiny change in truth conditions, but we
cannot know how.

The question that the supervenience account must face up to is ‘How does
meaning supervene on use?’ We cannot demand an answer to the question,
but the proposition that there is an unknowable answer needs support. It is
impossible in principle for the dispositions of speakers to determine the
answer, because it is a question of how the dispositions of speakers determine
anything. So this is a final regress argument against the supervenience
account: it supposes that the use of a word supplies a norm for its application,
but that very notion presupposes a way of supervening, a relation (though
we have no algorithm for identifying it) between dispositions and correct
application. That relation cannot itself be determined by dispositions. The

" ‘“Vagueness and Ignorance’ (1992) 66 Proceedings of the Aristotelian Sociery {suppl.) 145,
155. In fact. if the argument so far presented succeeds. dispositions determine no lines such as
unanimity or majority assent. uniess there are sharp bounds to the speech community and to the
pertinent dispositions of each speaker, and the problem of mistakes is solved, and so on.

" For Williamson's anti-reductionism. see (206) and *“What Makes it a Heap?'. n. 6 above.
332, .
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epistemic theory does not need an account of the relation, butitdoes need to
support the view that an unaccountable relation exists.

We might put this problem in the following way: the supervenience
account is offered as an interpretation of the slogan that use determines
meaning. But supervenience is not a kind of determination; to assert super-
venience is only to raise the question ‘What is the relation between the
supervenient property and the base?™ That is an intelligible question, even
if the answer is unknowable.

The epistemic response to this sort of objection can be summarized by say-
ing that no one has come up with an account of what makes it correct to call
someone ‘thin” in a clear case (perhaps it is unknowable), and that whatever
it is that makes an application (unknowably) correct in a borderline case is
just the same as whatever it is that makes it correct in a clear case.'¢

The problem should not be rejected so quickly, however. The super-
venience account is a way of saying that the agreement of speakers (or the
consistency of an individual speaker) provides the norm for the use of a word
like ‘thin’. Granted that unanimity or majority assent do not make a word
apply, it makes sense to ask how much agreement of what sort it takes to
constitute the norm for the use of a word. The epistemic theory must say that
some precise fact or set of facts about dispositions to apply the word ‘thin’
makes it correct to call one borderline-thin person ‘thin’, and makes it
incorrect to call the next person in a sorites series ‘thin’.

An epistemic theorist might say that this interpretation of the super-
venience account demands an algorithm for calculating meaning from dispos-
itions, where there is no algorithm. It is no objection to the epistemic theory
that people do not have a technique for identifying how use determines sharp
boundaries; that is just what the theory claims. But on the epistemic theory,
there must be something that we have no technique for identifying—away in
which meaning supervenes on use. That is. a way in which a tiny shift in dis-
positions can (and, according to the correlation claim. does) make it the case
thataword applies to an object that it would not otherwise apply to. Although
the supervenience account does not have to explain the way in which dispos-
itions do that, it does have to support the view that there is such a way.

¥ Cf. Jacgwon Kim, Supervenience and Mind (Cambridge: Cambridge University Press,
1993), 167: ‘there is no single kind of dependence that underlies all cases in which supervenience
holds”. Kim concludes that *‘Mind-body supervenience . . . does not state a solution to the
mind-body problem: rather it states the problemiitself” (ibid. 168). On Kim’s view, the task fora
theory of mind is to explain what kind of dependence relates mind and body. My point here is
that it makes sense to ask what kind of determination relates use and meaning. and that the epi-
stemic theory has to claim that the question has an answer. although it will insist that no human
being can know what the answer is.

" See *“What Makes it a Heap?". n. 6 above. And ct. Sainsbury and Wlll;amson *Since no
theoristof any kind . . . has given any such detailed account [of how meaning supervenes on usej.

the fact that the cpistemic theorist has not should not count against the theory.” "Sorites’, 1. 5
above, 480.
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But that view is unsupportable. What is wrong with the notion that unan-
imity decides the application of vague words? Not that we do not know
whether vague words apply just when a speech community is unanimous, but
that we know that the fact of unanimity does not give anvone a reason to
apply the word “thin’ in a case in which the phenomenon obtains, while with-
holding it in an immaterially different case in which the phenomenon does
not obtain. This reason Tor denying that unanimity {or majority assent . ..}
provides a norm Lor the use of a word would apply equally to any precise dis-
positional phenomenon.

Williamson has argued that it cannot be said that a community has not
bothered to lay down a precise meaning for an expression, unless we can
identify the sense in which speakers have bothered to lay down that the
expression apphes in clear cases.” But that 1s what speakers doan every situ-
ation in which they only happen to face clear cases of the application of an
expression, We have a word for dogs, and a word for cats, and there is a clear
sense in which speakers have bothered to distinguish between cats and dogs.
But no one has bothered to provide for intermediate cases between cais and
dogs, and if an mtermediate case turned up, people would need to deairde
(i.c. determine ) something that has not been decided. There is no ground to
suppose that the application of *cat’ and ‘dog” must be determinate in inter-
mediate cases 101t 18 determinate in clear cases: nothing in the practice of
using those words bears on intermediate cases. In this regard there is nothing
hard to understand about the connection between meaming and use: the use
of the word “cat’ is in part to distinguish cats from dogs, and that use is fulfilled
successfully without drawing a sharp boundary.

The case 15 sitmilar with, for example, all artefact terms. People ordimarly
deal with clear cases of cars, pianos, houses, and telephones. There 15 nothing
bizarre or baffling about the borderline cases that are encountered in factor-
s, building sites, or wrecking yards, A partly dismantled prano presents
speakers with a manageable question of whether io extend the application of
alerm from the clear cases inwhich it 1s used; not with an unanswerable ques-
tion as to whether ity application extends to the new case.

Speakers bother to distinguish between cats and dogs without bothering to
lay down a rule for intermediate cases. They bother to lay down the apphea-
tion of the word “piano’ to clear cases, without bothering about when the
piecesin the factory become a piano, or when a piano stops existing. If that is
the best way to describe those cases, it may be best 1o give a similar descrip-
tion of the use of words whose application lies on a natural spectrum, such as
*dark’ and “thin’, in which there 15 nothing at all unusual aboutl borderhne
cases. We bother to lay down a distinction between salient aliernatives: why
not sav that we do not bother to lay down a rule for borderline cases? The

U edentity aned Discrimination (Oslord: Blackwell, 1991, 107,
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epistemic theory can reject that view by cleaving to the logic argument, bt i
cannol appeal W the unaccountable supervenience of meaning on use o
reject that view, There is no defence of the epistemic theory on the ground
that the connection between meaning and use is hard to explain,

I do not mean that there are no philosophical difficulties in giving an
account of the relation between meaning and use. | mean that the use objec-
tion 1s not met by Williamson™s account of use, because there 1s nothing mys-
terious about the proposition that the use of the word “cat” lays down a rule
for clear cases, and does not lay down a rule for cases intermediate between
cats and dogs. The use of words Tor biological species and of words for arte-
fact terms gives an answer to questions of application in clear cases. That use
does not answer questions of the apphcation of the expression in borderline
cases, There is a clear and simple sense in which speakers have bothered 1o
answer the guestion of the application of the words “car’, *piano’, and ‘house’
i clear cases, and have not bothered to do so i borderline cases. The dis-
positions that people no doubt have in borderline cases do not provide a
complete guide to the correct application of the word.

We could put that very point in terms of the use objection, by saying that
the use of vague words does not lay down a sharp boundary to their correci
appheation. Properly understood, the use objection claims that the use of
words provides a norm [or their correct application, but rejects the notion
that dispositions provide a sharply bounded norm. The added element that is
needed in an account of the relation between the meaning of words and their
use is the notion that use can provide a norm—a reason, on which a speaker
could act, for applying or withholding a word. The tolerance principle 15
attractive because it seems that no trivial change in the grounds relevant o
the apphication of a vague word could guide a speaker to apply the word in
one case and withhold 1t in the other, in the way that norms are capable of
guiding behaviour,

The obstacle o the notion that the dispositions of speakers determine a
sharp boundary to the correct application of vague words is this: even il it
made sense to say that the speakers in a community are (unknowably) dis-
poscd to withhold the word “thin' from one borderhne thim person, and to
apply it to another person who is thinner in a trivial degree, that fact would
not give any speaker a reason to apply and withhold the word in the same
Way.

The response that an epistemic theory could make to the objection in this
form 1s obvious: 1t 15 to say that no one understands the relation between
meaning and use well cnough to make these claims about norms, and to chal-
lenge an opponent to explain the normativity of language use in a way thal
reveals indeterminacies in borderline cases of the apphcation of vague
words, So Section 4 explores some features of the ways in which use can
provide a norm for the application of words.
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3, Use as a Guide to Action

Two Senses of ‘Norm”

Words such as ‘rule’, “practice’, and *norm’ share a familiar ambiguity between
their descriptive and prescriptive senses. A fish may be bigger than the norm,
and a person may violate a norm. This descriptive—prescriptive distinction is a
distinction between what 15 normal and what 15 normative {between the way
something is done, and the way to do something ). S0 we can talk of what the
police do as a rude, and of what a rule reguires or permits the police to do.

I will differentiate the descriptive and prescriptive senses of such words by
writing, for example, ‘D-norm’ and “F-norm”. It makes sense to ask, “what is
the norm for the use of the word “thin” in Slough™” and to mean to ask either
what is done in Slough, or what it is correct (from some point of view) o do
in Slough —1to ask for the D-norm or the P-norm, OF course, it also makes
sense Lo ask such a question without differentiating: in fact, to differentiate
between P-norms and D-norms is (o raise guestions about a relation that is
ordinarily taken for granted,

The supervenience sccount has the advantage of offering a simple account
of that relation. We can think of it as claiming that the meaning of a word like
‘thin” 15 & P-norm for the wse of the word, requinng that behaviour conform
to the D-norm {use-as-dispositions ) for the vse of the word. On that account,
when vou use a word like “thin’, it is correct to do precisely what is done,

The supervenience account will not vield a precise P-norm if the argument
of Section 3 is sound, because there 1s no precise D-norm for the use of a word
like “thain". A D-norm 15 a regulanty of conduct; in any pattern of conduct as
complex as the wse of the word “thin’, there is any number of regularities. The
argument of Section 3 was that no such regularity counts as the D-norm for
the use of a word ke “thin”. The phrase *as a rule” 15 vague, and sharp bound-
aries to its application cannot supervene on dispositions. There would be a
precise D-norm only if membership in the speech community were specified,
and there were some sharply bounded set of pertinent dispositions. Most
sinikingly, there 15 no precise D-norm unless mistaken dispositions are
counted out of the supervemence base, The notion of a mistake 15 1tselfl a
normative notion, and the possibility of mistakes upsets the notion that it s
correct to do precisely what is done.

There are further reasons for thinking that there are no sharp, unknowable
boundaries to the P-norm for the application of a word like “thin”. Even if the
notion of a prease D-norm for ‘thin® made sense, there 15 a basic objection to
the notion that a P-norm is a requirement that behaviour should conform
precisely 1o the D-norm. It might be thought that that simple account of the
relation between D-norms and P-norms does make sense: that people try Lo
conform in their linguistic behaviour to the D-norm for their community. On
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this view, the D-norm is what they are aiming at, but because of their limited
linguistic capacities, it s impossible for them to apply the P-norm reliably in
borderline cases,

I propose that this view of vagueness should be replaced with a different
account of the connection between meaning and use, based on a different
understanding of the notion of ‘use”. *Use’, too, has senses that are descriptive
(“the use of heron has icreased’) and presenplive (Cwhat's the use of that?),
We can talk of what use someone has made of a hammer (as a doorstop, paper-
weight .. ) and also of the use, or point, or purpose of 4 hammer. The super-
venlence account employs the descriptive sense of "use’, when it claims that
use-as-dispositions determines meaning. 1 will argue that the supervenience
account cannot generate sharp boundanes because a precise D-norm, if there
were one, could not supply the descriptive content of a precise P-norm. In
broad terms, the claim is that the connection between meaning and use must
be understood as a connection between meaning and the use that is fo be made
of words. It is a connection between meaning and the use that people
Fave made of words just in so far as that gives a reason for the use of words,

Custonary Rules

For a community o have a customary rule is for it to use a regularity of
behaviour as a guide to behaviour, Anything that is used as a guide 1o behav-
1our can be used as a guide 1o behaviour. This basic point aboutl customary
rules is an obstacle to an epistemic theory of the requirements of a vague cus-
tomary rule.

Customary rules can be complex and subtle, and their requirements can
depend on context in complex and subtle ways. Moreover, it can be difficult
Lo distimgush between customary rules and the requirements of morahity.
There are all sorts of things that members of a community would never think
of doing, and that would provoke hostility if someone were mad enough to
try them—vet it may be unclear whether 1o say that those things are prohib-
ited by a customary rule.

Is there a customary rule agamst shouting in an ordinary conversabon? If
the members of a community tend not to do so, perhaps they are not follow-
ing a customary rule, but simply tend (in this respect ) to act decently, Or per-
haps they are [ollowing a customary rule that prohibis something which
would be wrong even without the rule. Perhaps we can say that there is a cus-
tomary rule when the regularty 1s itself a reason for the conduct in question
{when the regularity defines good behaviour, rather than merely reflecting
a tendency to behave well)l™ Suppose that in Singapore, and not in

B0 Hart (€, 25561 and Dworkin (TRS 53300 £F 145), and Bae's distinciien belween
acting on g general reason and following a rule { PRN 57)
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Switzerland, people regularly take off their shoes when they enter someone
else’s house. Are Singaporeans simply more considerate {or Fussier ) than the
Swiss? It may be better to say that acting considerately requires taking off
vour shoes in Singapore, but not in Switzerland (or that it is fussy to take off
vour shoes i Switzerland, but not in Singapore ) — that taking off vour shoes
18 requited by a customary rule in Singapore,

The gquestion is complicated in at least three ways:

1. The Singaporcans we have imagined might conceive of themselves as
acting for background moral reasons, Perhaps a customary rule exists when,
from the pmnt of view of the members of the community, the regulanty is a
reason, even if the members of the community think of something else as a
conclusive reason. The notion of something being a reason from the point of
view of people who think they are acting on some other reason may seem
puzzling, But to think of an example we only have to think of an instance of
behaviour that 1s clearly governed by a customary rule, even if the partici-
pants in the custom think that they behave alike because they happen to
concur in wisdom, or decency, or élan."”

2. It s the atttudes and responses of members of the community that
make a regularity of behaviour into a customary rule; there is a vast multi-
plicity of forms and intensities of such attitudes and responses, and there is no
clear answer o the question “What form, intensity, and consistency ol atu-
tudes does it take to distinguish a customary rule from a mere regularity of
behaviour with no normative force?” We nught say, again, that all it takes s
that the members of the community treat the regularity as a reason for con-
formity to the regularity. This account does nothing to diminish the unclarity,
But that 15 a virtue, becanse the unclarity 15 a genuine feature of some rule-
governed behaviour,

3. We can certainly say that there 15 a customary rule when there would be
ne réason W oact ina certain way, if other people were not doing so; bul what
counts as a customary rule requiring you to do what vou have other reasons
(even conclusive reasons ) for doing? The answer, again, seems 1o be the com-
munity’s use of the regularity of behaviour as a reason in itself,

The use of a regularity as a reason for achion 15 a feature of customary rules
that survives the comphications and uncertamnes that accompany an attempt
to give an account of customary rules. It may help us to understand vagueness,

Imagine a precise customary rule, regquirnng workers to stop work when the
five o'clock bell rings. We can say that the requirements of the rule supervene
on the behaviour of the members of the community. The reguirements of the

¥ Picture any peculiar custom that has no point except to dramatize a distinction between
people (such as lwyers wearing wigs), and vou have an example of a customary rule —a praciice
i which the regulaciy Punctions as a reason for behaviour, even if participanis in the praclice
think of themselves as agting on olher reasons,
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rule can change only if the behaviour changes. But we have not yet said
enough about the connection between the behaviour of the members of the
community, and the requirements of the rule. We can also say that the
people treat the regularity of conduct in their community as a reason to stop
work. We can put it that the rule consists in the way they treat that regularity.
There is no customary rule if they all stop work at the same time merely for
some other reason (e.g. if they do so to comply with an agreement with their
employer, or because they want to work as long as they can and still catch a
train that leaves just after five). The D-norm is the fact that they tend to stop
work when the bell rings.-® and the P-norm is the use of the D-norm as a
reason to stop when the bell rings.

Imagine a vague customary rule: a rule governing how long people should
stay at parties. Suppose that people tend not to stay too long at parties, and
they tend to criticize people who stay too long. And they actin these ways not
{or not only) for background moral reasons, but because staying too long at
parties is not what people do.

How long is too long? That may depend on the type of party, and its size,
and the sort of people who are there, and so on. Subject to such forms of con-
text dependence, we might say that the requirements of the rule supervene
on facts such as how long people actually stay at parties (and on what it takes
to provoke criticism, and so on). But we can say more about the connection
between the behaviour of the members of the community, and the require-
ments of the rule: no precise facts about how long people stay at parties make
any precise difference to the requirements of the rule. The point is not stmply
that knowing such precise facts is unhelpful because we do not know how to
calculate the rule’s requirements from them. The point is that knowing pre-
cise facts is unhelpful because no one uses any precise facts about the com-
munity’s behaviour as a precise guide to their behaviour, and the use of the
comnmunity’s behaviour as a guide is the rule (the P-norm is a way to use the
D-norm).

The rule only requires what people use it as a guide to do. People’s behav-
iour has a role in answering the question “What is correct, what is in accord
with the rule?” An action cannot go against the rule unless the regularity can
be used to assess the action as wrong. And a person complies with the rule
onlyif he or she uses the regularity as a guide to action. People do not use any-
thing as a guide that they cannot use as a guide. So they do not use inaccess-
ibly precise facts as a guide. Even if there were such a thing as the precise
D-norm for staying at parties, the P-norm would not be precise. The differ-
ence between the vague customary rule and the precise customary rule is that

® 1t would be more complete to say that the D-norm is a complex variety of related regular-
ities of behaviour including regularities of action, criticism, self-justification . .. That complexity
takes nothing away from the precision of the rule being discussed: to describe all those forms of
behaviour is to describe what is done with the precise phenomenon of the bell.
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it is possible o use the D-norm of leaving when the bell rings as a precise
guide to action.

The regulanties of behaviour that people use as puides to conduct, and the
wavs they use them, vary widely within and among communities, and little can
be said about them in general. As well as being vague or prease, customary
rules can be very rigid or very flexible, and the potential variety of their con-
tent is unlimited. But we can make the general point that such normative
prachiices presuppose the nobon that the regularty s a justification for con-
duct, and people do nor vse anvihing to justily their conduct that they cannor
use, The application of vague rules such as the one we have considered 1s sub-
ject to a built-in gqualification of materiality: there is no such thing as an
immaterial breach of such a rule. The precise rule makes sense of saying, ‘he
stopped work before he should have, but only by ive seconds’, but the vague
rule does not make sense of saying, *he stayved longer than he should have at
the dinner party, but only for five seconds™” The vague rule makes sense of
deciding 1o leave a party, and it also makes sense of judging people as rude,
or annoving, or overly scrupulous, But increments that do ot parier cannot
make the difference between action in accord wiath the rule and action con-
trary to the rule.

That claim leads to a sorites paradox for the requirements of vague cus-
Lomary rules. 5o an epistemic theornst has to say that the claim s incorrect, or
¢lse that the alleged customary rule is incoherent. There is a readily apparent
epistemicist response to the claim: that it begs the question by relying on a
tendentious definition of a rule. An epistemic theorist might say that the
P-norm is a requirement of conformity io the D-norm; people are reliably
night n wdentifving the D-norm (and therefore the P-norm) only in ¢lear
cases, because the behaviour is not all known, and is so complex, and because
there is no algorithm for identifying the D-norm. It s possible to stay a
second too long at a party, though no one can know that that 15 impolite,
because no one can rehably wdentify it as too long,

The approach 1 have sketched can admit that people may be unrehable.
But it denies that they are necessarily unreliable. And it claims that there 1s
no sharp boundary to the requirements of a vague customary rule, because
(1} there 1s nodilference between whalt the customary rule requires, and what
people use the rule to guide them to do, and (i) people do not use the rule as
agmde to do anything that they cannot use it as a guide to do. People will cer-
tainly be unreliable in identifying D-norms —e.g. in guessing at the answer 1o
any question such as “How many seconds did the average guest spend at din-
ner parbies last year? Andindmaduoals can also be unrehable im answernng the

T Mo doubt s possible e imagine cirgumstanges in which someone leaves a dinner panty
fve seconds later than they should have. | am claiming that i is not possible L imagine that they
oo virlue of violating g customary rule about how long Lo stay al parties, unless such o rule
is pegged 1o a pregise phenemenon (ike the five o'clock bell rule ),
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P-question ‘Is it time to go home yet?’ That unreliability accounts for the
possibility that someone might misbehave without meaning to misbehave.
But the possibility of unreliability gives no reason to think that the rule has
unknowable requirements.

To conceive of a P-norm as requiring conformity to a precise D-norm
would ignore the role that the regularity (the D-norm) plays in the life of the
community—its use. If (contrary to the claims of Section 3) any sharply
bounded period of time counted as the D-norm, deviating very slightly from
it could not count as going against the rule. because the D-norm could not be
used as a standard by which to guide or evaluate conduct. And the use of a
regularity to guide or to evaluate conduct is all that a customary rule is. There
is nothing more to a customary rule, though there is more to questions such
as whether it should be followed. A customary rule does not draw distinc-
tions that the members of the community donot draw, and it cannot draw dis-
tinctions that they cannot draw.

We could say that customary rules provide a useful analogue with which to
compare the meaning of a word like ‘thin’: both consist in the community’s
use of a regularity as a guide to conduct. Or we could say that tat similarity
is a reason to say that the meaning of an expression is a customary rule. The
notion that the meaning of a word is a rule for its use sounds like an obviously
false Wittgensteinian gesture, and several writers have argued against it.*
When Wittgenstein says, “we are not equipped with rules for every possible
application’ of a word (P7 80), and that "the application of a word is not every-
where bounded by rules’ ( P 84), he seems to imply that the application of a
word is governed by rules in some cases. He seems to have thought, roughly,
that the meaning of a word is a set of rules for its use —a set of rules that do
not answer every possible question of its application.

The meaning of a word is certainly not a rule in Raz’s sense of a protected
reason for action:** there is nothing for it to be protected from. That distin-
guishes it from customary rules such as the rule against staying too long at
parties, which is a reason not to act for certain other reasons. The fact that
‘dark” applies to conditions sufficiently similar to pitch blackness does not
exclude reasons to use the word differently, because there are no such rea-
sons.”* Moreover, the meaning of words carries none of the complex norma-
tive equipment that (other) rules carry: there are no duties or rights or

= A vehement example is Paul Ziff, Sernantic Analysis (Ithaca, NY: Cornell University Press,
1960). 35: thinking of language as a rule-governed activity ‘can produce, can be the product of,
nothing but confusion’. A similar example, but without the exasperation. is Bede Rundle,
Wingenstein and Comtemporary Philosophy of Language (Oxford: Blackwell, 1990), 3: rules are
an ‘overworked notion’. < PRN 191.

* If there are ever reasons not to apply the word “dark’ when it is dark. they are reasons not
to tell the truth {or reasons to speak figuratively . . .). and not reasons to diverge from the regu-
larity that constitutes the D-norm for application of the word ‘dark’. If they are excluded. they
are excluded by reasons to speak the (literal) truth, and not by the P-norm for ‘dark’.
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powers. There is just one big, complex, remarkably pure coordination
problem, to which a natural language is a complex solution.

We may view the meaning of a word as a customary rule, or only as sharing
with customary rules a central normative feature: the use of a regularity of
behaviour as a general guide to action. On either account, a theory of the
practice of using a word must use the basic concept of normative theory, the
concept of a guide to action. On either account, an epistemic theory of the
application of words like ‘thin’ faces the same objections as an epistemic
account of the requirements of a vague customary rule.

Use determines the correct application of a word just to the extent that it
gives a reason to apply or not to apply the word. On this view, meaning is
what you know when you know how to use a word.

Reasons

Remember the speech community of two speakers, one of whom was dis-
posed to apply the word ‘dark’ at 8.30 p.m., and the other not until 8.50. That
scenario was an attempt to concoct a surveyable pattern of dispositions to
apply a word. The intuitive objection to the epistemic theory is that it is sur-
veyably arbitrary to say that this pattern of dispositions determines a sharp
boundary to the use of the word. It is arbitrary in the sense that the pattern of
use gives no reason to say that one or the other speaker is incorrect when
their dispositions disagree. By the same token, the facts that one speaker
started applying the word at 8.30, and the other at 8.50 do not give either of
them any reason to apply the word ‘dark’, or reason to withhold it, at 8.40.

The use objection cannot succeed in that simple form, because on the epis-
temic theory,something is hidden in this situation: each speaker’s ‘whole pat-
tern’ of the use of the word ‘dark’ is inaccessible, even to the speaker. So it is
not surveyably arbitrary to say that sharp boundaries supervene on the dis-
positions of these two speakers to use the word ‘dark’, because their dispos-
itions are not surveyable.

All that can be said in response is that, given the dispositions mentioned,
there is no reason to think that any othier fact about their use of the word
would justify a claim that it is true to say ‘it is dark’ at 8.40, or that it is false.
An epistemic theorist might say that no one has said what it would take to jus-
tify such a claim in a clear case (and might suggest that, whatever that is. it jus-
tifies making true statements (though it does so unknowably) in borderline
cases too). But without saying what would justify the application of the word
‘dark’. we can say that it would take something intelligible to those speakers
as justifying a distinction in the application of the word. An epistemic
theorist can say that the reason is just thar it is dark, and the property of
darkness just must have sharp boundaries because of the logic argument.
That approach would abandon the notion that use determines meaning.
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What the epistemic theory cannot sav 1s that the reason is that the light
conditions hit the D-norm for "dark”.

.';HHIIHIE'H"_'I.-'

(I the view that I have proposed, the notion that correct application super-
venes on dispositions cannot support the epistermic claum that there are sharp
boundaries to the correct application of words, Moreover, it cannot help to
mike sense of the notion that vse determines meaning. Use determines
meaning in the sense that a regularity of behaviour is treated as a reason for
applving an expression. We should remodel the supervenience account’s
conception of use: disposiiions matter just in so far as they jusify apphcations
of expressions, and they can justily applications of expressions only to the
extent that they are intelligible to speakers as providing a justification. 5o an
expression’s D-use (what is done with an expression) determines meaning
only in so far as it can show speakers what o do wirh an expression (its P-use).

It might seem that the argument presented here is venficationist, because
it claims that there can be no unknowable truths about what statements
mean. Williamson sees verificationism as a tacit prejudice against the epis-
temie theory, and he curtly rejects it But T do not think that the argument
made here is verificationist in any objectionable sense.

[Jid the Earl of Orkney cross the Atlantic in 13987 There may be no way
for people today o find out. For human beings, it is an unknowable truth or
an unknowable falsehood that he did so. It would be a form of verificationism
Loy say it cannot be true or false because we have no way of finding out.

But here it is a foct that is unknowable, and not a norm. Meaning is norma-
tive if it is the use of regularities as guides to behaviour, The notion of an
unknowable norm makes no sense, 1f norms are capable of guidimg behav-
iour. We can accept the notion of unknowable facts, without accepting the
notion of unknowable norms. ™ It would make no sense (o assert normaltive
consequences [or unknowable facts about the dispositions of speakers. The
argument does not claim that a proposition is not true unless it is verifiable: it
claims that a word does not apply to a known object unless it imtelhgible to
speakers that it should apply. It may be true, vet unknowable for people liv-
ing today, that the Earl of Orkney was thin, But it cannot be trug, vet unknow-
able for people who know TW, that TW is thin. It may be controversial, and

 See sainshury and Williamson, “Sorites’, 0, 5 above, 480

= s ascerel law purporting to ercate an aflence an unknowable mandastory norm? No; itis
inteligible, even 101t s always Galse, o say Lhat a scerel law justilics an arrest and punishment.
Butitis uninteMigible tosay that the offender” had an unknowable reason nod 1o commit the pur-
ported offenee, { Except in the sense that the existenos of the Taw might make it more likely that
u sanction would be imposed on him—that is an unknown reason.) That s why publicity of laws
1= ot of The requirements of the rule of law,
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the controversy may be irresolvable, but the question is different in this
respect from the question whether the Earl of Orkney was thin.

If there were a precise D-norm, it would be unknowable. As Williamson
says, the whole patiern of a community’s D-use is inaccessible to speakers
(and in fact, the whole pattern of any one speaker’s use is inaccessible to that
speaker). But it would still be false that the P-norm can be unknowable.
There is much that you cannot know about what you and others have done
with the word ‘thin’, but none of that inaccessible information would help in
deciding what to do with the word.

4. The Vagueness of Evaluation

General normative, aesthetic, and value terms are generally vague. We can
construct sorites series for the application of ‘right’, ‘good’, ‘beautiful’, and
gerundives such as ‘to be done’, and so on. Presumably most thick evaluative
concepts (‘brave’, ‘tolerant’, ‘rude’ . . .) are vague too. This feature of evalu-
ative expressions is not an accidental feature of human languages. ‘Right’
and ‘wrong’ are vague because they are abstract terms used to evaluate
practical decisions, and the considerations relevant to practical decisions
are very commonly susceptible to sorites paradoxes. There is no precise
amount of time that you should spend with your children. There is no precise
mean between being stingy and being profligate. On most momings you
have good reason to get out of bed, but only in special circumstances is there
a first second at which you ought to get out of bed. The wise person will not
brush his or her teeth all day, but will not ordinarily view any particular
stroke as the last stroke of the toothbrush that reason requires.

Reasons for action are not necessarily vague: if you ought to watch all of a
TV show that starts at 5 p.m., then you ought to be watching at 5 p.m. But
basic reasons (e.g. that the show is gripping . . .) are vague. We might say that
first-order reasons for action are precise only when they are pegged to some
precise phenomenon.”” And evaluative terms such as ‘perfect’ (and reasons
to do something perfectly) may not be vague, depending on the context
{e.g. on whether there are incommensurable requirements of perfection).
But ‘perfect’ does not become meaningless when it is vague. So it is no
exaggeration to say that vagueness is a characteristic feature of general evalu-
ative language. Although there are some precise reasons for action, all the
language in which we could conceivably talk in general terms about general

7 Cf. Ch.5.4above. {t would be rash to say that protected reasons are typically more than trivi-
ally vague. Whether they are vague or precise is a contingency that depends on the vagueness or
precision of a directive, promise. etc. But protected reasons are often vague, and Ch. 9.2 argues
that legal systems necessarily include vague rules. N
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reasons {and about rationality) is vague, For that reason 1 will talk of the
vagueness of evaluation, and not just of evaluative language.

This is one of the most interesting aspects of vague language, but philoso-
phers concerned with vagueness have had little o say about it There are two
reasons why the vagueness of evaluation is important for understanding
vagueness in general: first, value terms can be used to formulate sorites para-
doxes that stubbornly resist Willlamson™s anti-paradox technigues: secondly,
evaluative presuppositions underlie context dependence, and perhaps all use
of vague descriptive terms. The first of these considerations is an objection
o the epistemic theory, and the second is a reason for thinking that the
objection is fundamental and general ™

Fvaluational Sorites Paradoxes

A good cook 1s making a balch of soup, and it needs salt. The guantity of sall
matters: a good batch of soup this size will have more than ateaspoon and less
than a tablespoon of salt. But however much salt s added, no marginal grain
of salt makes the difference between a good bateh of soup and a batch of soup
that is not good. That is the case partly because tastes differ, but it is also
because, whatever your taste, itwill not be better or worse suited 1l one gram
of salt is added 1o the soup. The cook knows that no single marginal grain of
salt matiers.

That reasoning leads to a sorites paradox for the application of the lerm
‘good’, It is a stubborn paradox because of the role of knowledge in this situ-
ation: the point 15 that the condittional premiss mn this form of the sortes
paradox is known to be true. Consider the following propositions:

i1} The cook knows that it matters whether the soup is good or nol.

(2) The cook knows that one grain of salt does not matter.

i(3) Therefore, the cook knows that one grain of salt cannot make the
material difference between good soup and soup that 15 not good,

(4) Therefore, the cook knows that, if the soup s good, it will still be good
if one grain of salt is added to the pot.

There may be situations in which the cook does not know whether tosay that
the soup is good or not {cases that appear to the cook to be borderline cases
for the application of *good’); in such a situation, (4) 1s stull true. The uncer-
tainty is as to whether x is good (and it will also be unclear whether x, | is
good}). There 1s no uncertainty as towhether x| s good if oy 1s good.

= A potential puezle that the vagueness of evaluation poses for Williamson is thanit is false 1o
say that the dispositions of speakers determine sharp boundarnies to the application of a word
like *good”, and iis nol clear what could support a semianfic argument that the epistenie theory
appbies o evaluative expressions, Thal puzzle canncet be explored herg.
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One grain of salt probably makes no perceptible difference to the soup at
all. But that is not essential to this form of the paradox. The cook may find
that adding an eighth of a teaspoon of salt makes a noticeable difference, but
not a sufficient difference to justify drawing the significant distinction
between soup that is good and soup that is not. Either way, the ‘doesn’t
matter’ paradox arises. So this paradox is stronger than forms of the sorites
paradox that are based on indiscriminability, because it can apply when the
inductive step makes a noticeable difference. This form of the paradox claims
that a discriminable difference may not matter, and that if it does not matter,
it cannot justify the distinction between good soup and soup that is not good
(a distinction that does matter). If two batches of soup are not significantly
different, one cannot be good if the other is not good, because that is a signifi-
cant difference.

Williamson’s strategy for resolving sorites paradoxes is to replace the
paradoxical tolerance principle:

(TP) Ifx. isF,thenx  isF
with the non-paradoxical ‘margin for error principle’:
(Ep) Ifx isknowntobeF,thenx,  isF.?

That strategy fails if the above argument is sound, because the argument
yields

(TP") Itisknownthatifx,isF, thenx  isF.

In this situation the tolerance principle is itself an evaluative proposition,
which the cook knows to be true.

An epistemic theorist might respond (i) by pointing out that an evaluative
judgment may be justified, without some agent knowing that it is justified,
and (ii) by disputing the claim that there must be a material difference
between soup that is good and soup that is not good. It may matter a lirtle if
the soup is a little too salty, and a great deal if the soup is much too salty.

These potential responses do not succeed:

(i) Since the epistemic theory must say that one batch of soup can be
good, and another not good, when there is no difference that anyone could
use to justify an evaluative distinction between them, the theory has to claim
that justifications of evaluative judgments can be not just unknown to a
particular agent, but unknowable to any agent. That would make evaluation
unintelligible.

(it) It is true that it might be a disaster if the soup is horrible, and no big
problem if the soup is not good but not horrible. But it typically matters

® See proposition (6.6) in Wiliiamson, Identity and Discrimination, n. 17 above, 105 (and
181,232).
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whether the soup is good. and it never matters whether an extra grain of salt
has been added.

This evatuational form of the sorites paradox does not apply only to matters
of taste. Itis very far-reaching: similar claims could be made about almost any
sort of practical decision about how much or how soon or how often.. .. to do
something unimportant or something vital. It is a form of the paradox that
can be formulated using all the basic general terms of practical reason, such
as‘reasonable’, ‘right’, *wrong’. and so on.

The choices are stark for an epistemic theorist. I propose that we cannot
make sense of the meaning of evaluative expressions if we attempt to assert
bivalence for them. But the epistemic theorist is commmitted to saying that
they are meaningless if we deny bivalence, and that a neutral attitude to
bivalence is not an option.

Consequences of the Vagueness of Evaluation

The vagueness of evaluation has an important implication for pragmatic
vagueness (above, Chapter 3.10). Because ‘suitable’, ‘appropriate’, ‘reason-
able’, and all such terms are vague, the epistemic theory must extend to prag-
matic vagueness. It must either assert bivalence for all phenomena of
pragmatic vagueness, or claim that all the language in which we describe
those phenomena (and all the general language in which they could conceiv-
ably be described) is incoherent.

A related ramification of the role of evaluation in pragmatic vagueness is
that evaluative considerations are needed to account for context depend-
ence, as I will claim in Section 6.

Finally, the vagueness of evaluation has general importance for under-
standing vague language, because evaluative presuppositions underlie the
use of vague descriptive terms as well as terms like ‘good’. Such a conclusion
is inescapable if we accept the view proposed in Section 4, that the meaning
of a word shares normative features with customary rules. We could formu-
late a‘good soup’ paradox for the requirements of the customary rule against
staying too long at parties. By the same token, we could formulate a good
soup paradox for the correct application of ‘thin’ or ‘red’. Words such as
‘thin’ and ‘red’ are wuseful (good) for drawing significant distinctions. The
purpose of drawing a distinction using the word ‘red’ cannot be accomplished
via a trivial step. Drawing the distinction has a point that it would not have
if x, were red and x,,, were not red. It may matrer whether something is
distinguished as red, in a way that demands justification. Something that
reflects light only at 6562 Angstroms can be trivially different in colour
from something that reflects light only at 6563 Angstroms. But if ‘red’ is
used to draw material distinctions that may require justification, then
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something that is red cannot be trivially different in colour from something
that 1s not red.

It maght be objected that what matiers depends on the situation, and that 1t
might matter (it might matter enormously) whether something reflects light
at 6562 or 6563 Angstroms. Yet the difference in colour is trivial. So the fact
that it may matter whether something is red does not mean that the differ-
ence between something that is red and something that is not red cannot be a
trivial difference in colour,

One difference between ‘reflecting light at 6562 Angstroms’ and ‘red” is
the generality of ‘red’. It applies generally not only by applying to a range of
hues, but also by applying to a range of intensities and saturations, so that
there are various grounds of application. But it might be objected that we
could construct precise general predicates such as "between 6300 and 6600
Angstroms’. We could also construct precise compound predicates with sat-
uration and intensity components. Let us call some such predicate ‘red+". The
epistemic theory claims that “red’ is like ‘red+’, except that the boundaries of
its application are determined by dispositions rather than by stipulation, 1t
might matter whether something 15 red+, so the fact that it mav matler
whether something is red does not mean that the good soup paradox applics
tored’,

The difference between ‘red” and ‘red+" 15 that we can explain the meaning
of ‘red” by pointing to paradigms and saving that it applies to them, and to
things that are sufficiently similar in relevant respects. Even if the same
obyects that serve as paradigms of “red” are also red+, we could not explaim
the meaning of ‘red+" in the same way: things must resemble the paradigms
i a pariicnlar way to be red+. In fact, there are ne paradigm red+ objects (no
objects that are useful for explaining the meaning of ‘red+"). ‘Red’ is differ-
ent because knowing its meaning involves knowing how to make judgments
of similarities to paradigms. Its meaning cannot be explaned more com-
pletely than by saving that it applies to things that are sufficiently similar in
relevant respects to paradigm cases. The requirements of relevance and suf-
ficicncy are evaluative considerations. “Ked' is not ordinarily an evaluative
term, but its use presupposes the evaluative considerations involved in judg-
ments of relevance and sufficiency. Tosay that ‘red™1s hke ‘red+" (except that
its sharp boundaries of application are determined by dispositions) is 1o
make the use of the word inexplicable.

S0 we could formulate a paradox just like the good soup paradox, using
Ted instead of ‘good”, And like the good soup paradox, it would be stronger
than the ndisecnmimmability paradoxes that wniters have formulated using
‘red’. Perhaps we can make the good soup paradox entirely general. by
applying it to the notion of truth, as Dorothy Edeingion has suggested:
“The difference between a true and a false judgment 15 meant 1o be a differ-
ence that marters, Yet for any putative line, there will be no significant
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difference —no difference which matters —between things just either side of
it.”* In summary, there is no value-free understanding of language, because
of (i) pragmatic vagueness of purposes for which words are used and (ii) con-
text dependence and (iit) the role of evaluative considerations in the use of
descriptive language. The intractability of evaluational sorites paradoxes is
not only an argument against applying the epistemic theory to evaluative
expressions; it is an argument against the epistemic theory. This book offers
no theory either of value or of morality, and it is not the place to refute moral
theories that allege that there is no such thing as the correct application of
moral expressions (as moral truth). But we can say something about a moral
theory: no theory should claim that there are sharp boundariesin all contexts
to the correct application of general evaluative expressions.

5. Context Dependence and Vagueness

An account of vagueness needs to deal with the fact that people apply the
same vague expression differently in different contexts (see Chapter 3.10
above). The complexities of context dependence are unlimited, but we can
simplify matters by focusing on three forms. First, vague words are often
‘syncategorematic”: a sandcastle may be large even if it is smaller than a
house that is not large. Secondly, the application of vague words may depend
on the comparison class. A large house in Stow-on-the-Wold may be smaller
than a house in San José that is not large. Thirdly. the application of vague
words depends on the purposes of the people who are communicating: it may
be true to call a house ‘large’ if you are talking about living in it by yourself,
and false if you are talking about living with six children.”

For these three reasons and others, a vague expression can apply and fail
to apply to the same object in different contexts. That fact points out a simi-
larity between vague and ambiguous expressions: both vague words like
‘large’ and ambiguous words like ‘hot’ have multiple senses. It might be
thought that context dependence is simply a form of ambiguity, distinct from
and irrelevant to vagueness. Proponents of bivalence can offer a ncat
account of ambiguity: bivalence is maintained, because an ambiguous state-
ment can be both true and false, as long as it is true in a different sense from
the sense in which it is false. So it might seem that the epistemic theory can

* *Vagueness by Degrees’, in Rosanna Keefe and Peter Smith {(eds.). Vagueness: A Reader
(Cambridge, Mass.: MIT Press. 1997),299.

"' The second and third forms of context dependence mentioned here can be thought of as
forms of syncategorematic meaning. the question being *What is the category to which the object
must be taken to belong for the purpose of a statement describing it?” That question is answered
partly by comparison class and purpose {that’s big forahouse. for ahouse in Stow-on-the-Wold,
forafamilyofseven...).
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treat context dependence as ambiguity, and claim that vagueness is only a
feature of fully disambiguated context-dependent expressions.

Williamson suggests such an approach. He discusses arguments that
vagueness (v context dependence and rejects them, pointing out that a
knowledge of the context in which a vague statement 15 uttered will not
enable anyone to identify the truth of the statement in a borderline case
(215). His conclusion is that the epistemic account is needed to preserve bi-
valence: that vagueness 1s ‘reduced but not ehiminated by context” (2581). In
Williamson’s view, “Vagueness and context dependence are separate phe-
nomena’ {215). The implication is that context dependence 15 a form of rela-
tivity, which poses no more threat to the principle of bivalence than
ambiguity poses, Onece the context is fixed, vagueness remains. | will claim
that the problem s worse than this view suggests, because ordianly nothing
will count as fixing the context precisely.

O the epistemic theory, it seems that a context-dependent expression has
as many senses —and there are as many sharp boundaries to s apphcation —
as there are contexts. How many contexts are there? How many senses and
sharp boundanes are there tor, for example, the word “thin™! Comparison
classes and the purposes of speakers vary along a multitude of continua. The
number must be infinite. The notion of an infinite number of sharp bound-
aries 1o the apphication of "thin” or *small” might sound bzarre and objection-
able initself, but an epistemic theorist will insist that it is neither: any account
of the application of a word like “small” or *thin’ will have to account for its
varying as the context varies. If the context can vary infinitely, then the appli-
cation of the word must vary infinitely, Any account of the application of
vague words needs o account for the relatvity of context dependence, and
there is nothing objectionable in this regard in the epistemic account.

But in fact there is reason to conclude that context dependence does not
Just impose a trivial requirement ol relativity, but presents a fundamental
problem for the epistemic theory, The problem is that contexts are tvpically
unspecific, If you say that yvou have found a small house, yvou may do so with-
out specifying the standard (the sense in which you are using small’). You
may not specify the comparison class, and you may not specify the purposes
that you have m mind. And although the context may be a guide to the rele-
vant standard, there may be nothing in the context to supply a fully specific
standard. The context may or may not be a guide to the truth of the state-
ment. Even on the epistemic theory, the truth of vour statement will depend
on a standard that is not supplied. 1f the sense of “small” is unspecified, then
vour statement has no specihic truth value, What you say will, i a borderhne
case, be true on some standards and false on others, and there will be no pre-
cise answer to the question *“What 1s the standard ™

The emstemic theory could weat context-dependent expressions as
semantically incomplete, and conclude that statements using them are
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semantically defective unless their sense is specified. But that approach
would defeat the epistemic project of ‘applying’ classical logic to natural
languages. In fact. it would even defeat the fall-back epistemic project I sug-
gested earlier, of applving classical logic to idiolects. Context dependence is
a characteristic feature of vague words, and we commonly make statements
using vague words without specifying the sense in which we are using them.
When we do specify a sense, respects typically remain in which that sense is
unspecific: ‘small for a family of seven’ is more specific than ‘small’, but it is
still unspecific. An indefinite variety of further qualifications could be added
to the specification. It would be impossible to add all those qualifications, and
no one talking about houses needs to do so. But without them, the correct
application of vague words like ‘large’ and ‘small’ depends on something that
has not been specified. Yet for an epistemic theorist to view those statements
as lacking truth value would mean concluding that much vague discourse is
semantically defective.

The alternative is for the epistemic theory to claim that the context on
which the application of vague expressions depends is always (or at least
characteristically) fully specific. An epistemic theorist might say that every
vague statement has a truth value that depends on the context, and that to
make a vague statement without specifying a fully specific purpose, and
comparison class, and so on, is to speak indexically, appealing to the salient
standard —the standard appropriate to the context of utterance.

It might sound odd to suggest that the truth of a statement depends on what
amounts to a conversational maxim (a maxim that the statement means, for
example, ‘large with respect to the comparison class that is salient in this con-
text’). But we can keep that maxim in its place by saying that the truth of a
statement depends on its sense, that a vague context-dependent state-
ment may have a multitude of senses, and that the salient sense is the sense
which ought (by conversational convention) to be ascribed to a speaker’s
utierance.

But that approach will not solve the problem of unspecificity: the salient
sense of a statement— the sense it has in the context of the utterance —is itself
characteristically unspecific. First, the comparison class is typically unspe-
cific: it will generally include the house next door, and it may not include
every house in the world. What determines the extension of the comparison
class? It may be determined by an express stipulation, but ordinarily it is
limited just by relevance. To judge what comes within the comparison class is
not to answer a question of fact whose precise answer is unknowable, but to
make an evaluative judgment concerning what matters for the purpose in
question. This fact ties the unspecificity of context dependence to the vague-
ness of evaluation (see above).

Secondly, on the epistemic approach suggested here, the truth of a state-
ment that a house is large may depend partly on the purposes for which
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someone is calling it ‘large’.3* There may be no specific answer. in a context,
to the question ‘Large for what purpose?’ The context of utterance will typ-
ically rule out some purposes, and may make some purpose or purposes
salient (such as ‘for a home for a family of seven’). But ordinarily no such
purpose made salient by the context will be fully specific. Perhaps there is
ordinarily nothing that would counr as a tully specific purpose, when the pur-
poses concern people’s general needs and complex activities. The purpose of
living with six children certainly makes a difference, and will often be all that
is needed to determine whether a particular house counts as large for that
purpose. But that purpose leaves a great deal unspecified, and not merely
unknown. The conclusion must be that context-dependent expressions are
not fully disambiguated by context. To the extent that that is the case, the
principle of bivalence cannot be asserted for context-dependent expressions.
It would be like asserting bivalence for statements reporting the length of
periods of time in heartbeats.

It is possible to succeed (or to fail) in some cases in finding a large house in
spite of the unspecificity in the standard —just as a year really is longer than
10 million heartbeats. What is not possible is to conceive of the application of
the expression ‘large house’ as bivalent, when the context does not supply a
standard. If the epistemic theory admits that conclusion, and asserts the prin-
ciple of bivalence only for specified standards, then it faces the objection that
most vague utterances (specifically, all context-dependent utterances, when
the context is not fully specific) are semantically incomplete.

6. Conclusion: Putting a Price on Bivalence

If one abandons bivalence for vague utterances, one pays a high price.
(Williamson. Vagueness, 136)

We stalwarts of two-valued logic buy its sweet simplicity at nosmall price
in respect of the harboring of undecidables.

(Quine, ‘What Price Bivalence?’ (1981) 78 Journal of
Philosophy 90, 91)

.. how can [logic] lose its rigour? Of course not by our bargaining any of
its rigour out of it.

(Wittgenstein, Philosophical Investigations, 108)

Williamson and Quine both see themselves as stalwarts of bivalence. Yet to
Williamson, Quine’s approach is ‘close to global nihilism’ (298 n. 2). There

2 As examples of features of context on which the extension of ‘thin’ miight depend,
Williamson cites ‘the purpose at hand. the sallcnt comparison classes, previous uses of it in con-
versation, and so on’ (214),
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seem to be two issues: (i) whether it is even coherent to refuse to assert
bivalence —to buy or sell two-valued logic, and (it) how to drive a good bar-
gain, I do not know how to address issue {i): perhaps the best approach for an
epistemic theorist is to claim (unlike Williamson) that a coherent theory of
semantics must assert bivalence.

As regards issue (ii). Williamson and Quine agree that the cost of aban-
doning bivalence is to lose its ‘sweet simplicity’, ‘simplicity of theory’
(Quine**). or “simplicity. power. past success, and integration with theories in
other domains’ (Williamson 186).

Their disagreement is that Williamson denies that there is a cost to be paid
for asserting bivalence. If Williamson is right, then there is nothing to count
against the elegance of bivalence. Quine says that the cost of asserting bi-
valence is disregarding the facts. and treating ordinary expressions as if their
application were bivalent.® If the argument of this chapter is right, Quine is
right about the cost of asserting bivalence: it means ignoring the reasons to
deny that there are sharp boundaries to the application of ordinary vague
expressions. 1 have argued that Williamson’s supervenience account of
meaning and use cannot dispel that view.

if there are costs to be paid both for asserting and for denying bivalence, it
isunclear what would decide the question. It is beyond the scope of this book
to try to assess the value of applying classical logic to natural languages, and
if there is any such value, it is undoubtedly incommensurable with the cost of
asserting bivalence.” Both Quine and Williamson view the question as theor-
etical, and Quine explicitly compares the question to questions of theor-
etical physics. But classical logic does not have the form of a scientific theory,
and ifitis falsified by vagueness, it is not falsified in the way that, for example,
the steady state theory of the universe was falsified by the discovery of the
cosmic background radiation. So I do not know how to address this aspect of
issue (ii) either—except to say that the reasons for denying that there are
sharp boundaries to the application of vague expressions are cogent, and to
leave logic to take care of itself.

So I propose to take a neutral attitude to bivalence (and neither to assert it
nor to deny it in particular borderline cases). If there are frequently no clear
borderline cases of the application of vague expressions (see Chapter 5.5),a
neutral attitude is appropriate in individual borderline cases, and consistent
with the denial of sharp boundaries.

To avoid the paradox of trivalence, this neutral attitude should not picture

33 “What Price Bivalence?’ (1981) 78 Journal of Philosophy 90.91.

¥ ‘Bivalence requires us. . . to view each general term, e.g, “table™. as true or false of objects
even in the absence of what we in our bivalent way are prepared to recognise as objective fact.’
Ibid. 94.

3 As Quine asserts: ‘The values that we thus trade off one against the other —evidential value
and systematic value—are incommensurable.” Ibid. 90,
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indeterminacy as an area within which neutrality is appropriate. This
approach should deny that there is any gap between true and false state-
ments, and also that there is a sharp boundary between them. If we represent
the application of words spatially (as a segment on a line, or an area on a
plane, or a solid in a space ), this conjunction of demals seems nonsensical: it
is like trying to picture two geometrical fipures on a plane that do not overlap,
do not share a boundary, and are not separated by a space, So the approach
[ propose cannol lake spatial metaphors too senowsly as a deseription of the
application of vague words: it needs to abandon the notion of boundaries,
instead of saying that it s indeterminate where the boundaries are.
Chapter 7 discusses that approach.

For law, the consequences of this chapter are three: first, we have scen rea-
sons to support the mdeterminacy claim agamst the strongest challenge that
philosophers of logic have mounted against it. I do not propose that cham-
pions of classical logic such as Williamson have failed in providing classical
logie with a delence that it needs. Whether classical logic needs defence 15 a
queston outside the scope of this book. Secondly, we have seen reason to
think that the general evaluative and normative hinguistic expressions that
the law uses are necessarily vague. Not only that, but because any conceiv-
able expressions of that kind would be vague, we have reason to think that
general evaluative and normative considerations are necessanly vague. This
claim will play an important part in the discussion of the role of interpretation
in law in Chapter 8 of Vagueness. Finally, we have seen that the context
dependence of legal language supports the indeterminacy claim.
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Vagueness and Similarity

WirtraensTeEN remarked that the words *rule” and *same’ are interwoven.'
A vague rule is one for which, in some cases, it is not clear what is “the same’.
We will betier understand vagueness in legal rules if we understand the role
of similaribies mn the cases to which a vague rule apphes. This approach cor-
responds 1o Mark Sainsbury’s proposal to replace what he terms the ‘clas-
sical conception” of vagueness with a model of similarity to paradigms,”

Thas chapter discusses two models of vagueness, the "boundary model” and
the similarity model”. The boundary model is the framework of classical con-
cephions of vagueness, It represents the extension of a word as a geometnical
figure, and represents vagueness either as a failure of language (o draw a
boundary to the figure, or as ignorance of the boundary that language draws. In
the similarity model, vagueness 1s Qexibihity in the normative use of paradigms.
The associated indeterminacy is not a deficiency or incoherence in the social
facts that determine meaning, but is a feature of the creativity of language use.

The two models take contrasting approaches to the guestion "What objects
does a vague word apply 107" Section 1 outlines the boundary model: thai
model claams that the meanimg of a vague word 15 a funchion of the actions or
dispositions of individuals, and a vague word applies to objects picked out by
that function, Section 2 borrows the apparatus of social choice theory from
wellare economics to argue that the dispositions of individuals cannot deter-
mine the application of vague words—that a language is not an aggregate of
idiolects. A potential objection to that conclusion 1s that a model that pie-
tures the determination of the application of vague words as a social choice
can use resources (“distancings’) that are unavailable in welfare economics.
Addressing that objection leads in Section 3 o a discussion of Imcommensur-
abilities in the application of vague words, addressed by means of a critique
of James Cmiffin's suggestion that options of incomparable value are roughly
equal in value. Section 4 discusses the similarity model, which claims that
there is no more complete answer to the question “What objects does a vague
word apply to?”" than "objects that speakers treat as paradigms, and objects
that are sufficiently similar to the paradigms’.

TP 225 ¢l Resarks on the Foundaiions of Matesraiics, 2rd edn,, trans. G EC ML Anscombe
(Cixbord: Blackwell, 14975), 415-21.

s there Higher-Order YVagueness™ (1991 ) 41 Phidosoplieal Crearterly 167, Sainsbury
arpues that ‘the idea of thinking of vagueness in terms of boundaries” is a bad idea (178, Sains-
bury seems 1o think that the model he proposes can be shown tobe frec of parados; as suggested
inCh. 5, I do not propese thal thal i the case.



138 Vagueness and Similarity

1. The Boundary Model

Some terms and concepts need to be introduced for the deseription of the
boundary model, particularly the concept of an ordering and its role in the
sorites paradox. The rest of Section 1 presents the boundary model, and
argues that it characterizes vagueness as unclarity in the location of a bound-
ary, when in fact the notion of a location of a boundary does not make sense,
Imagine a vague predicate F, whose apphcability can be represented as a
function of the position of an object on a dimension of comparison® 1

I I | I I |

The variable x ranges over objects to which F may apply {(using ‘object” as
ashorthand for whatever a word may apply to).x . x v v and x, are names
for values of x on 0. Fx, is clearly true; Fx | is clearly false. x, and x| are clear
cases of Fand ~F. Ttis not clear whether Fx is true; that is, x, 13 a borderline
case. x_ 18 the left-most x which is I,

This apparatus 1s meant to make it easy to describe the ordering relations
that are needed for both the sontes paradox and the boundary model. We
can set out some notions that will be vseful in this description as follows:
¥Ry means “x 15 at the same point as y or to the night of v on 1Y, ~ xRy means
18 1o the lelt of y on £, The consistency principle 15 the proposition
xRy == (Fyv — Fx) (e.g. if Horace is as tall as or taller than Percival, then if
Percivalis tall, sos Horace ). By the consistency prinaiple, (Vxj{xHx, == Fx).

The tollowing properties of relations will be important:

Completeness: (Y ) (Vv )xRy v ~xBy)
Transitivity: (vRyv & vRz) — xRz
Eeflexivity: xHor.

An ordering (sometimes called a “weak ordering’) is a binary relation that is
complete, transitive, and reflexive {e.g. ‘greater than or equal to® applied to
real numbers). Bois an ordering of x on . A strong ordering 1s a binary rela-
tion that is complete, transitive, and not reflexive (e.g. ‘greater than® applied
Lo real numbers). Ras a weak ordenng, because it s reflexive.

We can now describe the boundary model as the view that vagueness is
erther ignorance as to the position of x, on £ {in the epistemic theory), or
indeterminacy in the position of x, on D (in some semantic theories). All
objects are ordered on 1, and F applies to the borderline object x, if and only

" Bainsbury used this term in “Concepls withouwl Boundaries', inaugural leciure, King's
College, London, 199, 12,
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if x. Ry, T will argue that the boundary model should be rejected, because
vague words are typically unlike F: the application of a vague word may not
be ordered, so that a boundary will be lacking not because its precise location
15 indeterminate, but because the idea of a precise location does not make
SEMISL.

The Sarites Paradox

The tolerance principle is the proposition that, for some increment on [,
(Va)ibx —Fx )

where x Ry, and n1s the number of iterations of the increment. We can
stipulate that the tolerance principle applies to the increments between suc-
cessive objects marked on 1. That stipulation generates the sorites paradox,
which has the [ollowing form:

(1) ~Fx,

(2) Fx,

(3) Fx_—Fr_|
(4) .. Fx & ~Fr .

Sorites reasoning is essentially scalar. To construct a sorites series, we need
the denumerable increment that the tolerance principle requires. All sorites
series are ordered; they need the ordering that a scale provides. But that does
not mean that sorites series require a cardinal scale: the ordinal relation pro-
vided by any orderning 15 enough. So scales can be created ad hib: we do not
need to come up with g scalar ground of application of an expression in order
to formulate a sorites paradox, Sorites reasoning can be applied to words
whose apphcability depends on immensurable enternia. We can construct
sorites series even for words as hopelessly vague as ‘nice’ or ‘pretty’, based on
change across time, for instance (where units of time would give the mere-
ments required Lo formulate the tolerance principle). For any vague predi-
cate F and any object x, it 1s possible to construct an ordered sorites series,
with clear cases of appheability at one end, clear cases of imappheability at the
other, and with x occurring at some point on the series. We mayv also accept
that it is possible to construct a series of objects, distinguished each from the
next by tiny increments, with clear cases ol appheabality at one end and clear
cases of mapplicability at the other, on which any two given objects x and v
appear. But I will argue that it 15 not necessanly possible to do so on an
ordered sorites serics. 1t is not necessarily true that xRy or true that xRy for
all objects x and v (i.e. there is not necessarily a complete ordering of the
apphecabibity of vague words). In fact, objects are typically meompletely
ordered for applicability of ordinary vague words.

If the boundary model succeeded in fixing sharp boundanies, the epistemic
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view of vagueness would succeed. The argument that follows is not simply
that the model fails to generate such boundares, but that the ways in which it
[ails suggest that vagueness is better described by the similarity model.

Answering (Quesiions

We can answer some legal questions by citing rules: to the question “What
concerts can the pohce lawfully shut down™ part of the answer might be, "the
police can lawfully shut down raves’. Vagueness in the rule is a potential for
difficulty in answering particular guestions within the scope of the general
rule (‘Is thiv assembly prohibited?’), even when we know all useful facts
about the situation.

The gquestions typrcally thought of as posing problems of vagueness are
senlence-questions (gquestions that can be answered “ves” or ‘no’) as o
whether a predicate 1s true for an object: *Fx?" Hart considered that most
vagueness in law is associated with this sort of question: “The crucial question
presented to a court in all such cases is always one of classification of some
presented particular.™ The boundary model treats such a question as asking
whether the point that x occupics on 318 1o be classified as F or <F. On the
boundary model, vagueness in F makes it unclear, in some cases, how that
pomk s Lo be classified.

But vagueness is a potential obstacle not only to solving problems of clas-
sification, but also to answernng wh- questions of the form ‘How F is 17" By
treating objects as having a location on £, the boundary model presumes that
there is a precise answer to the wh- question, so that the indeterminacy of
vagueness 1s just indeterminacy m classification of pomts on £2, In fact, there
are indeterminacies that are not apparent if we consider only sentence-
questions.

The vagueness that 1s an obstacle to answering a wit- question corresponds
to the vagueness of comparative adjectives, Vagueness in the positive ‘com-
petent’ 15 an obstacle to answening the question *Is that person competent?”
in a borderline case. Vagueness in the comparative ‘more competent’ is an
obstacle to answering both questions of comparison like *“Who is more com-
petent, Horace or Peraval?” and the wh- questhon *How compelent 1s
Horace?" 11 s an obstacle to answering every wh- question of that form. 1t is
not an obhstacle to answering every question of comparison { Horace may be
clearly more competent than Percival ), but for every object. it is an obstacle
1o answering some questions of comparison.® Because of vagueness of com-
parson, Horace can be a borderhne case for “1s more competent than Per-
cival’, even when both are clearly competent or clearly not compeient.

' Theory and Definition in Jurisprudence’ {1953) 29 Proceedings of the Arisiofellan Soclely
{suppl.) 239,258, * Beedh, 3.2,
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There are legal sentence-questions and legal wh- questions. A legal wh-
question need not be vague: there may be a precise answer Lo “What 1s the
tariff on corn?” But far from having the precise answers the boundary model
presupposes, legal wh- questions are often exceptionally vague: they are the
Questions a court asks when sentencing, o1 assessing genceral damages, or
determining the quantum of spousal mainienance.” These 1ssues too can be
poverned by tanffs, but they are typcally governed by vague rules that
require the court to ask questions such as *How serious was this assault’”” or
“What is this person’s need?” or ‘How much is this person able to pay?”

It might seem that we could translate sentence-guestions and wh-
questions into each other: a sentence-question into a gquestion of deduction
{wvia the consistency principle) from the answers o the two wh- questions
How Fis 7" and "How Fis x 7, and a wh- question into a disjunction of
sentence-gquestions (*Isx x, orx,, orx,, or x,, or x,7"), These translations fail
if the vague expression in guestion does not generate an ordering. In such a
case, there is no such thing as x,, and x may be neither x, nor x, nor x, nor x,
nor x_. Similarly, it is impossible to precisify a vague expression whose appli-
cation is not ordered, except by replacing it with an expression whose applica-
tion is ordered. Replacing ‘competent’ with “at least as competent as Hector’
does not eradicate vagueness, if people are not ordered for competence.
And, if the applicability of a vague expression is not ordered, there may be no
precise answer to the question “What 1s the degree of truth of this statement?”

This claim seems (o be at odds with philosophers” understanding both of
the penumbra of application of vague positive adjectives, and of the applica-
ton of comparative adjectives. Dorothy Edginglon writes that *the ordering
of the penumbra is an essential part of the correct use of vague terms™.” And
Michael Dummett writes that *it 15 a feature of our use of comparative adjec-
tives that they always express transitive relabions”.” T propose that these
claims are right if they are understood in a certain way (and we could extend
Edgington’s claim to clear cases too), The statement that Hector 15 more
competent than Percival implies (i) that, if Percival is competent, then
Hector is too, and (i1 that, if Percival is more competent than Horace, then
Hector s more competent than Horace too. To use vague terms correctly we
need to understand these things,

But the truth of the statement that Hector is more competent than Per-
civial may be indeterminate. The ordering of the penumbra 1s a part of the
correct use of vague terms in the same way that it is part of the correct vse of
vague terms o understand that if Hector 1s competent, then 1t 1s not the case
that Hector is not competent. Yet it may be indeterminate whether Hector is

b See pbove, Ch. 4 n. 46
T W right and Sainsbury on Higher-Order Vagueness' (19930 33 Analvsis 193, 198,
" Wang's Parados”, in Treedhy and other Enigeas | London: Duckworth, 1975}, 262,
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competent, and it may even be indeterminate whether he is more competent
than Percival.

By the same token, I propose that the transitivity that Dummett refers to is
a tautology. Recall the definition of transitivity: if Hector is more competent
than Horace, and Horace more compelent than Percival, then Hector must
be more competent than Percival (even though ‘competent” is vague ). Tran-
sitivity is a feature of our use of comparative adjectives only in the same way
that classification of objects 15 a feature of our use of positive adjectives. The
transitivity of comparatives is as tautologous as the proposition that if Hector
15 competent, then itis not the case that Hector is not competent Transitivily
follows on comparison just as the law of excluded middle follows on classifi-
cation. Both classification and comparison are affected by vagueness,

If we think of all vague words as having corresponding comparatives, and
all comparatives as describing strong orderings (so that vagueness is only an
obstacle to answering sentence-guestions ), a framework is prepared tor the
boundary model.

The Bowndary Model

It we represent conceplts in extension by arcas on a plane, this s admit-
tedly a picture that may be used only with caution, but here it can do us
good service. To a concept without a sharp boundary there would corres-
pond an area that had not a sharp boundary-line all round, but in places
just vaguely faded away into the background, This would nod really be an
area at all, and likewise a concept that is not sharply defined is wrongly
termed a concepl.

(Gottlob Frege, Grundgeseize der Arithmetik, vol, i, sect. 56)

Frege's spatial metaphor is attractive, and it pervades discussions of vague-
ness. In jurisprudence the metaphor is at least as old as the title of John
Ausun’s The Province of Jurisprudence Determined.” The metaphor 15 com-
monplace in talk of *line-drawing” in legal argument, and it gives the etymol-
oy of "‘define’ and ‘determine’. Boundanes, areas of mdeterminacy, and
borderline cases are wresistible terms in discussions of vagueness.

Spatial metaphors can be misleading, but they are not false, and there is no
reason Lo ey to expunge them. But we can expose the misleading potential of
the metaphors by accentuating them. The overgrown metaphor that results
15 the boundary model. It 15 the natural habitat of the sorites paradox,
because 1t provides the ordered scales that the tolerance principle needs.
Abandoning the boundary model in favour of the similarity model does not

" In Legture W1, Austin expressed his purpose o distinguish completely the appropriate
provinee of jurisprudence, (rom (he regions which Lie upon s confines, and by which i€ 15 encir-
cled”, The Provinee of Jurispradence Dedersined, Hart edn. {London: Weidenfeld & Nicolson,
|u543, 103,
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solve the sorites paradox: even if objects are not ordered Tor the applicability
ol an expression, 1t 1s still possible o concoct sorites series —it 15 Just impos-
sible to place every object on such a series,

In the boundary model, the meaning of a word is like a segment on a line,
or an arca on a plane, or an -dimensional solid in an p-dimensional space.
{n these terms, the problem of vagueness is an inability to mark end-points
on # line segment, or to draw a boundary around an area, or todenhfy the
surface enclosing an n-dimensional solid. When we view vagueness in this
way, Frege'squandary is compelling: a line segment would not really be a line
segment al all il it had no end-points,

What could decide where boundaries are? Various possibilities might
manifest themselves with different words, One class of possibilities 15 that
something (such as original acts of naming, or intentions o refer to natural
kinds, or Platonic forms) causes words to apply or not to apply, If the mean-
g of words corresponds rigidly Lo such causes, and the causes are determin-
ate tor all possible applications, then boundaries exist in conceptual space
independently of {at least part of ) the way people apply them. If they are
hard to locate, that is because people have limited access 1o the real concep-
tual space in which thev exist.

To reject such a theory, at least for some words, 15 Lo accepl that use of
words determines their meaning. Chapter 6 argued that there are no sharp
boundaries to the application of vague words, because there is no sharply
bounded body of wse on which sharp boundaries might supervene, and
because, if there were, it could not play the normative role that use plays.
Here I will put those problems aside, and argue that the boundary model 15
unable to account Lor sharp boundaries as an aggregate of the dispositions of
speakers. If that argument succeeds, it may seem that the boundary model
gives a fathiul picture of indeterminacies in the appheation of vague words.
But I will make the further claim that semantic theorists should not adopt the
boundary model.

Let us assume, in favour of the boundary model, a sharply bounded set of
speakers and a determinate set of individual dispositions. Let us further
assume g rich set of facts about such dispositions: that every speaker has a
determinate x . and also a determinate ranking of all points on [ for close-
ness to x. {their own x, 15 at the top of their ranking of objects). Can we
picture the meaning of F as an aggregate of these individual rankings?

2. Vagueness as a Problem of Social Choice
We can represent the aggregation ol indmidual rankings o a social choee

of the location of x, in the way that social choice theory represents the agere-
gation of other sorts of individual judgments. Social choice theory postulates
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that a social choice ought to respond in some way to the judgments or inter-
ests of individuals. That postulate corresponds to the principle that {at least
[or some words) use determines meaning,

The carly utilitarians presumed that the wtility of different individuals
could in principle be compared, and therelfore measured on a common scale.
They pictured the social utility of an alternative as a sum of individuoal util-
iies, Kenneth Arrow inthiated modern social choice theory by claiming that
imterpersonal comparnsons of utlity are meaningless, and that a study of
social choices should refer instead simply to individuals™ preference rankings
of alternatives." He postulated that, for each individual, there 1s a determin-
ale preference ordering of all alternatives. This second postulate of social
choice theory corresponds to the simplifving assumption we have made, that
eachspeaker has a ranking of all poimnts on £ for closeness tox at any instant,
Arrow represented social choice as a function aggregating individuoals’
orderings.

Societies make choices in a variety of wavs — by fulfilling the preferences of
a dictator, for example, or by more or less irrational voting mechanisms, or
through markets, or by imposed standards that have no regard for the pref-
erences of individuals. Arrow proposed conditions on social choice functions
so minimal that it seemed that any acceptable function must meet them,
Then he proved that no funciion can meet them. Arrow’s conditions are as
follows:

I ("independence of irrelevant alternatives’): the socal chowce between
any two alternatives must be determined solely by individuals” rankings
of those two alternatives, and not by their rankings of other alternatives.
P (*the Pareto principle’): if every person prefers x to v, so does the
society.

U (*unrestricted domain’): the lunction must give a social ordering for
any possible set of individual orderings.

D {"non-chctatorship’): no single individual ordenng can imply the social
ordering.'!

MNow consider society’s choce of x, as a funchon aggregating mdmviduoals”
rankings of points on [ for closeness to x . It is reasonable 1o insist that a
function aggregating those rankings must meet Arrow’s conditions, with an
exception which will be discussed:

s _the behaviour of an individual in making choices is describable by means of a preference
seple without any cardinal significance, either imdividoal or interpersonal”. K. I Arrow, Soclal
Chavice wrvdd Individead Vialeees, 2nd edn, (New York; Wiley, 1963 ) (herealler Socfal Chodee), 11
s Y re meaninglessness of interpersenal comparisons of utility.

U This i a paraphrease of the revised conditions discussed in the 2nd edn. of Secial Chodce
26=T, 31, 96-7, The conditions arg summarized amd the proof is siated in Arrow™s article on
“Aorrow’s Theorem™ in The New Palgrave: A INetonary of Beopoeics, ed, John Eatwell et al,
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I} 1s reasonable because the location of x. cannot depend on one
person’s judgment: there may be prestigious speakers, but there s no
dictator.

P in our context 15 the repection of essentialism: if F names an essence,
then even a unanimous judgment as to x_may not decide where x| is.

L requires that the social function be able to define x, for any set rank-
ings. It might be reasonable to restrict this condition in some way: we do
not need a function that will define a boundary for a set of judgments in
which someone ranks a seven-foot-tall person as closer to the boundary
between ‘tall” and “not tall” than a six-foot-tall person. Restrictions on U
are discussed below.

Irequires that whether xis closer o x, than vis depends solely on speak-
ers’ rankings of those two objects, Soif object x 1s ranked above object v
when objects v, and x, are also ranked, x must rank above y when x and
x,are noteonsidered. And the relative rankings of x and v do not depend
on the distance that speakers would place between x and v. The possibil-
ity of rejecting I is discussed below.

If it 15 reasonable to apply conditions 1, P, UL and 13, Arrow has proved the
impossitbility of an acceptable social judgment as to the location of x, on fX
But. in fact, Arrow’s impossibility proof does not apply to thar judgment.
Adong with his generalimpossibility result, Arrow proved that a social choce
cat satisty conditions I PLand IV if condition U is restricted by an assumption
of ‘single-peaked preferences’.'” It must be possible to plot the alternatives
om A hne, and each mdividoeal muost rank the altlernatives so that no alterna-
tive lies between two higher-ranked alternatives on the line. In our case, we
supposed that an individual may rank x,, x,, or x, highest in choosing x.,
but cannot rank x, lower than both x. and x,. The rankings are single-
peaked,

This significant restriction on Adrow's condibion LT fits some so¢al cholce
sitwations,” and is plainly appropriate for a function aggregating judgments
as 1o the location of v, Choice of v, both individual and social, must be
single-peaked. Thats, ranking of alternatives must decrease continuously in
both directions from the alternative ranked first. For x., x,. and x, to be
ranked 1, 3, 2 would violate transitivity: since Fx, is more clearly true than

[London: Macmillan, 1987E see also Amariva Sen’s article “Secial Choice’, in Palgrave (1 usc
Sen's abbreviations).

" Kook Chodee 7380 Arrow built on an argument by Duncan Black thal majonity voting
yiclds determinate results given single-peaked preferences,

1t weould apply, for example, if all political partics in an election lay on a spectrum from left
Lo pight, and if, in any choice between Dwo parties, volers always prefereed the party that was
eloser on the spectrum (o their firsf choeice, IFgny voter ranked, Tor example, a far-right party first
and a far-left party sccond, prelerences would notl be single-peaked.,
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Fx.. for example, when x, is ranked first in a choice of x, x, must be ranked
higher than x,. _ '

Majority voting is one social choice function that would generate a deter-
minate x, among individuals with single-peaked preferences. Arrow’s the-
orem does not rule out the possibility of a function aggregating individuals’
applications of I {or dispositions to apply Fy. The social determination of x|
tor F shows how the boundary model works. But now we can show that most
vague words are crucally unhke F

Incompleteness of Social Ohrderings

The problem with many real vague expressions is that their applicability can-
not be plotted along a Ime. “Crowd’, for example, does not antomabcally
apply with increasing strength as numbers of people increase, but also
depends on density of people. The boundary model approaches that problem
by treating such words as multi-dimensional, so that, for example, ‘crowd’
describes an area on a plane, and colour words describe a solid in the three
dimensions of hue, saturation, and mtensity.

Evenif the dimensions can be agerepated so as to arrive at individual order-
ings, those orderings will not be single-peaked. For Fspeakerscannot rank x|,
x,, and x m the order x v x. But il we must allow that three speakers could
rank three objects for., for example, ‘preen’ in the orders xyz, yzx. and zxy,
then & condition sinular to U returns to the set of conditions on an acceptable
social choiee function. The aggregation of individual orderings is impossible.

Individual rankings of objects for closeness to the least crowdlike crowd
(that 15, for closeness to the analogue of x, for ‘crowd’) will not be single-
peaked. and therefore cannot provide a social ordering. Think of a group of
1000 people scattered here and there in Hyde Park (*group A’), and an angry
knot of six people shouting outside a government butlding {group B). Sup-
pose that both groups are borderling crowds, and suppose that group Clis like
B but includes one more person. The consistency principle will require a
speaker to rank C above B in a ranking for applicability of ‘crowd’. But ©
need not be more truly a crowd than A, even if B is ranked equally with A,
That 15, there 15 something wrong with the notion of ‘equally truly a crowd”
applied to A and B: the relation ‘more truly a crowd” is incomplete.

Words whose application 15 immensurable {(see Chapler 3.6) cannot be
plotted on a dimension like £ sometimes we can say that one person is
balder than another, but there is no measure of baldness, There are various
scalar quahtbies assocated with baldness (number of hairs, length of
hairs . ..}, but they cannot be combined to generate an ordering. And other
grounds of application of *hald’, such as arrangement of hairs, are not scalar
at all. Immensurate eritenia of application are commaon and important. Tt
makes sense in some cases 10 say that one person is nicer than another, but it
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does not make sense to set out to measure niceness. There is no scale of nice-
ness on which people could be plotted, in the way that they could be plotted
on a scale of height.”* Arrow’s system was designed to analyse something
immensurable (utility) by a purely ordinal method. But if niceness is immen-
surable, and ‘nicer” is vague, then there are two problems: (i) because we can-
not say that rankings will be single-peaked, we cannot deny a form of U
which leads to the impossibility theorem; (ii) we see that the assumption we
started with, that individuals have determinate rankings, is not only false but
necessarily false in the case of expressions like ‘nice’. If we gave speakers a
long list of their acquaintances, and asked them to rank the acquaintances for
closeness to the least nice nice person, no doubt they might put numbers
beside names. But if *nicer” is vague, the precision of those numbers would
misrepresent the facts about the correct application of either ‘nicer’ or ‘nice’.
The ordered individual rankings of the boundary model are pseudo-
orderings produced by a theoretical requirement of determinacy.

Distancin g5?

Arrow abstracted away from the intensity of preferences. He needed to doso,
10 avoid the prublr:m he saw of the mganinglﬂﬁsﬂﬂsﬂ of iﬂtE:l'l]ETEﬂIlﬂl CcDimn-=
parisons of utility. But in considering the correct application of u_mrds as a
question of social choice, perhaps we can abandon Arrow’s abstemious focus
on rankings. We could add to our hypothetical base of facts not only rank-
ngs, but also distancings. Speakers are not only capable of ranking one
Object as farther from x, than another; they are also capable of (at least
1ough) judgments as to how far apart on D different objects are. If we tre at
Such judgments (distancings) as part of the argument ofa ?"ﬂ“! cHMCe fu:c-
lion, we escape Arrow’s impossibility theorem— by rejecting condition L
Such an approach would have a deal of work to do, to explain why 1t dﬂﬂ.ﬁ
"0t face the problems that made condition I attractive to Arrow: first, cardi-
nality (what is a person’s measure of crowdness or niceness?), and m?“dhr‘
‘Merpersonal comparability (can your measure of niceness be stated in [hg
*Me units as mine? and should your dispositions count for more t!ian mJI!lE-
o less? just the same?). These problems ar¢ not the same in social wel a:n:
Iy 43 in the social determination of meaning, and 1 do not know ?ﬂ“’ hz
Show that interpersonal comparison should be avoided in the latter Tr Lf-:i
SMe reasons as in the former. If we cannot show that, then perhaps W:-‘ -
"0be too quick to conclude that Arrow’s impossibility theoret i Iﬂl.s for
fwe abandon condition 1, we should not exaggerate the, prospes

1]
s 20t see the brief diseussion of measurcment in Sect-3, hﬁl-ﬂ?;_- +cisco: Holden-Day. 1970),
'il}.sgn'ﬂ"m"}'ﬂ Sen, Collective Choice and Social Welfare lﬁﬂﬁf I'alc T
*hows how admity ing cardinal utility judgments woukd vio condi



148 Vagueness and Similarity

making sense of social choice as to the application of words. The direct effect
is only that an impossibility theorem does not apply; we have not even shown
that a determinate social choice of boundaries is possible. And we have not
yet faced up to another problem that arises from the difference between
social welfare and social determination of meanin g. There may be a variety
of possible social welfare functions, and they may be open to criticism on vari-
ous grounds (and perhaps none will be the best). But with respect to social
choice functions determining application of words, we face a question that
welfare economics need not face: which possible function is the function that
does determine meaning? The notion of a geregation seems to lack resources
to answer that question, even if we add distancings to the base. The problem
is analogous to the supervenience account’s lack of resources to say that
there is a way in which sharp boundaries su pervene on use.

That s a very broad objection: there is a simpler objection that arises if we
stay within the social choice approach, rather than questioning its point. The
objection is that distancings will necessarily be rough when comparatives are
vague. Recall that vagueness in the com parative ‘more competent than’
entails that there is no precise answer to the question ‘How competent 18
Hector?" and, I argued, there is no complete ranking of people for compet-
ence. By the same token, there is na precise answer to a distancing question,
like ‘How much more competent is Hector than Percival?’ The upshot is that,
even if we can escape Arrow's impossibility theorem by abandoning condr-
tion I, we have no reason to think that a precise location of x_ is possible, and
every reason to think that it is im possible. No function that meets conditions
U, P, 1, and D can yield complete aggregates of non-single-peaked rankings:
no function that meets conditions U, P, and D can be expected to yield pre-
cise aggregates of rough distancings.

But this proposal raises an important possibility: that because we have
rough distancings, a reugh social aggregate is possible.

I think that making sense of this possibility requires a closer look at the
problem that (i) ruled out complete social orderings based on rankings, and
1;11_] leads to the conclusion that distancings cannot be precise. That problem
'S Incommensurability in the application of words such as ‘nice’ and ‘compel-
ent’ (and ‘heap’ and ‘crowd’ and so on . . .). As proposed in Chapter 3.5, W
can use the debate over value incommensurability to illustrate the structure
of incommensurability in the application of abstract terms in general.

3. Inmmmensurnhilitj and Boundaries

-« values seem to present aca

. 5e of a vague ordering, which is a sort that
15 not well understood,

(James Griffin, Well-Being, 81)
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If there are multiple, incommensurate grounds of application of *competent’
or "bald’, then people are not completely ordered for the apphication ol those
words (and the comparatives “balder” and “more competent” are vague ). We
can draw a parallel between incommensurabilities in the application of such
ordinary vague expressions, and the incommensurabilitics in the application
of very abstract evaluative expressions (‘good” and s0 on), which Raz and
Finnis {among others) have alleged.

But this suggestion will meet with resistance from people who have denied
or discounted value incommensurability. If the argument of this chapter is
suceesslul, 1l seems that those writers need 1o claim that oplions are com-
pletely ordered for value: that *better” is not vague. But perhaps they can
retreat to the noton of roughly complete ordernngs of options.

James Griffin has used the notion of orderings to make a sustained {though
equivocal ) defence of the commensurability of options with respect 1o value.
He admits that “The absence of a complete ranking would indeed upset the
policy of maximising (though upset and incompleteness come in degrees).™'"
But he says that it s difficult to find convincing examples of incomparability,
and he suggests that the notion that there are such examples arises from a
misunderstanding of the notion of quantity. He concludes, **“Well-being™ is
certamly a quantitative attribute, in the sense that we sometimes say that one
thing makes us better off, or at least as well off, or exactly as well off, as
another.”” That turns out to be a very weak sense of ‘quantitative’. In
Crriffin's sense, an attnibute 1s quantitative with respect to a domain il amy fwe
members of the domain can be compared with each other with respect to thai
attribute. Quantities of value anse from the ‘possibility of ranking items on
the basis of their nature™.™ How generally must it be possible to rank alterna-
tives, in order for an attribute to be quantitative? Griffin says that this is
partly a matter for stipulation, and thal his requirements are ‘rulﬁtiw.-'-.:l}' unde-
manding —merely that (A)(IB) A> Bv B< Av A= B)..

Recall the jobin teaching { job A and the jﬂhl[‘.l law {job H]l from Chapter
3.5. We know everything we could want to know about the jobs, bul it is not
clear whether A or B is better (they are “incomparable’); both are clearly bet-
ter than job X0 In Grithn's terms, these facts make the value of jobs quantita-
tive, in virtue of the fact that job X is clearly not as good as job B or job A,

Corresponding to the claim that well-being is a quantitative atiribute is
Crrilfin's clamm that it can be measured. But this 15 a weak claim, too, Gnlflin
starts with Stevens's liberating definition of measurement as “the assignment
of numerals to objects or events according torule —any rule”.” But that 15 too

= Tames Gieillin, 1"}":’|r|'-|r:i‘1*.l'|'|'__::: [OvTord: Clarendomn Press, T986) (herealier Well- Reine), W,
Thad, 95, [hid, N,
* Ihad. 34 no6e e and = mcan “has moredessisame amount of an attnbute”
* Iad, 93, |.|_|.|'i|'|II'IL“'.| 5. Stevens, ‘Measurement, Payehophysics, and Utliy, in O W, Church-
man and P, Ratoosh {eds. ), Measgremend: Definiion and Theories (Mew York: Wiley, 1954},
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liberating: there is no sense in which we have measured a group of people if
we assign the numeral tor 1 to each of them according to a rule requiring the
toss of a coin (although we may have crealed a measure by which to treat
them in some way). The added requirement to make sense of the notion of
measurement must be that the rule for assigming numbers gives some sigmili-
cance Lo comparisons between the numbers for some purpose of assessment
(a stronger requirement would be that the rule gives significance 1o arith-
metical operations on the numbers —then the scale would be cardinal).

Ciriffin agrees that the liberating definition is too wide, and he suggests that
it seems better to restrict the term “measurement™ to attributes that are in
some sense quantitative”.®! Thal restriction is very weak, because of Griffin's
weak sense of ‘quantitative’.

Consider jobs A, B, and X. They are quanbtative with respect to value
Giriffin’s sense, because it is possible to rank some of them: Acis better than X,
and Bis better than X, We can also assign numbers by a rule, such as ‘rank the
available jobs with respect to value'. So, in Griffin’s terms, the value ol jobs is
measurable on a single scale: jobs are commensurable with respect to value.
Yetthe only jobtowhich we can assign & numberis job X, which gets 3. And
ifwe add job Y, which is not clearly better or worse than X, it becomes impos-
sible to assign numbers to any of the jobs, We can say that both A and B are
better than either X or Y. Bul we cannol claim 1o have measured the jobs in
any stronger sense than that we can make such statements,

Ciriffin's tendency 1s to minimize mcommensurability of value; Raz claims
that it is significant.™ It is a delicate matter to find anything more than
hunches on which to choose between such claims, When some option can be
wenhfied as better than some other option, Gnthn draws general conclu-
sions such as “well-being 1s ordinally measurable™ ™ and *we are able to com-
pare mixed-value goods™™ Yet he admits that there are some incom-
pletenesses in ranking.™ Griffin and Raz accept and, I think, we should
accept that both Griffin’s test of commensurability and a similar test of
mecommensurahility are generally met for evaluation of options. Some
options can be ranked, and some options cannot be ranked. ™

Those two bare claims tell us nothing about how to judge between the com-
petng hunches that value incommensurabality 15 sigmbcant and that 1t 1s
marginal. Each bare claim is consisient with either conclusion about the sig-
nificance of incommensurability. Can we say anvifung general in favour of a
conclusion?

W Well-Being 343 n. 4.

= oe L both values and valuabdes are tooa large Jegree imcommensurabde’. MF 321,

N Well-Beine 96,

A Miomg Values' (19913 65 Proceedings of the Aristotelian Society (suppl.) 101 (hercalier
Mixing Yalues"), 108, = Well-Being 96,

*opilin dendes incommensurability because on his view ol measurement, the possibility of
ranking any opticns is suficient for options to be measurable, | have asserted incommensurabilily
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It seems that Griffin claims that the cases in which two alternatives cannol
be ranked are sufliciently restricted that we can treat any two such alterna-
tives as ronghly equal. He says that *‘rough equality is a long way from incom-
parability”.”” The difference seems to be that, if options are roughly equal, it
15 reasonable 1o rank them as equal. Itis right to be indifferent between them.

Two items are incommensurable, in the strict sense of the word, if and only if they can-
not be ranked at all, Cne might call this relation Sincomparabiling”. 1 think that, in the
domain of prudential values, it is hard to find cases of strict incomparability. Up to a
point, one can rank novels . Admittedly, when the balance starts to level off, one often
can no longer tell precisely how they are ranked. Indeed, there may be many cases in
which, for this reason, precise comparison is defeated. But that is not incomparability,®

This conclusion s puzzhing: Grrallin seems first 1o stipulate that A and B are
incomparable if they cannot be ranked (1 have followed him in this), then to
admit that there may be no precise companson between A and B, and then to
deny that A and B are incomparable. I think that the answer to the puzzle is
that, in Griftin's view, when ‘precise comparison 1s defeated’, we can reason-
ably {perhaps we shouwld { prudentially ) ) be mdifferent between A and B. He
writes, “Where we have rough equality, we treat the items, when it comes to
choice, simply as equals.™

It seems that, in Griffin’s view, rough comparability is never defeated:
‘better than or equal to” is a roughly complete relation —it determines a
vague ordering.™ And he appeals to one of the spatial metaphors of the
boundary model, suggesting that there is an ‘area of indistinctness™ which
does not disturb the claim that well-being 1s measurable.

Droes Grrilfin's account of rough equality show that incommensurabilities
are insignificant? One challenge to that view arises from the account of rough
equality that Raz had given in The Morality of Freedom. Baz agrees that
A and B are roughly equal if and only if it would be right to be indifferent
between A and B, But he claims that indifference 1s not necessarily appro-
priate when neither option s clearly better. The choice between A and B 15
important even if neither is clearly better, whenever the reasons in favour of
preferring each option are weighty reasons.™

It seems that incommensurabilities in Griffin's “area of indistinctness” may

hecause T have been using 3 more demanding notion of messurement, according to which com-
miensurabliny would require that alf options could be ranked.

7 Well-Being 81, = hhing Values 111, O Well-Being 97,

OOT, "W seem, therelore, 1o have not somuch a panial [ie, incomplete ] ordering, as some-
thing new and hittle understood, namely a vage ordering,” 1bid, The suggestion scems (0 be that
i vague ordering should not really be called incomplete —it 15 roughly complete.

" Tkad, 96,

=OMEF 352, Another Factor that is important 1o Raz is whether the reasons for A and for B are
very different reasons. | think that that is an additional reason not o be indifferent about the
decision, and thal the importance of the competing reasons i= sullicient o make the decision one
thai maiters,



152 Vagueness and Similarity

be significant incommensurabilities, even il the “area’ is tiny. We can trans-
late the argument 50 as to apply to our simple sorites series of concerts, to
make the point more vivid: a court’s choice of a last guilty defendant in the
case of the million raves is a very important decision, because for some defend-
ants it means the difference between conviction and acquittal. Even it all but
two or three of the million defendants were clear cases, the court’s resolution
of the unclear cases would still be important decisions. Calling x, and x
roughly equal would not solve the problem.

So it seems that resolutions of incommensurabilites can be significant deci-
stions even If incommensurability is as marginal as Griffin suggests. But of
course, the merits of the cases of x and x| are roughly equal: the million
raves case is a convincing illustration of the problem of indeterminacy
because the increments in the sorites senes are tny, Ifeach adjacent parin a
sorites serics were not roughly equal, we might say, the tolerance principle
wonld not be attractive. But il incommensuracy of dimensions 1s a form of
vagueness {see Chapter 3.5), it might seem that it st be a fringe phenom-
enon: that two objects that are significanily differeni cannot be incomparable,
evenifx and x  are incomparable.

There 18 something more we can say about rough equality —something
incomsistent with the conclusion that two incomparable options must be
roughlyv equal. Tt seems that if A and B are roughly equal, then a tny
improvement in A will not make A clearly better than B, But a significant
improvement will necessanly make A better than B. If A and B are incom-
parable, no trivial improvement will make A clearly betier. Where A+ s
clearly but only slightly better than A, if A and B are incommensurable, then
A+ and B are also mcommensurable.

MNotice that this is a form of the tolerance principle for the comparative
form of the sortes paradox (Chapter 3.2). And the guestion of whether
imcommensurabilities ol dimensions can be significant s hike the guestion of
how large the increment in a sontes senies can be. Recall that Chapter 5.4
comcluded that (1) there 15 no precise answer to that question, and [n) the
reasons for rejecting the episicmic theory are reasons for saving that the toler-
ance principle 18 not generally restricted to trivial increments, Vagueness is
trivial only when pegged to precise expressions.

By the same token, we can argue (1) that when A and B are incomparable,
there is no precise answer to the guestion *How much better does A have to be
in order to be clearly better than B?", and (i) that incomparability is never triv-
ial. To conclude that A really is incomparable with B 1s to conclude that there
15 sevme improvement in A that would not make A clearly betier than B, Tt
would not actually be contradictory to conclude at the same time that there is
some shightly greater but still trivial improvement in A that would make i
clearly better. But it would be a bizarre conclusion. Itwould be hike concluding
that no one goes bald by losing one hair, but someone might go bald by losing
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two hairs, For the same reasons for which we think that it is impossible for two
very diflferent jobs 1o be precisely equal i value (so that any trivial improve-
ment in A would make it clearly better than B, and any trivial worsening in A
would make it clearly worse than BY), it is impossible for two very different
jobs to be irfvially different in value —just as it is impossible for “tall” 1o have a
tolerance principle formulated in nanometres but not in millimetres.

Here s a test that might focus hunches about whether incommensuralal-
ities can be significant. Suppose A and B are the jobs in teaching and in law,
and suppose we have concluded that they are incomparable: we know every-
thing we could want to know about the jobs, and we just do not know whether
to say that A is better, or that B is better {(we know they cannot be precisely
equal ). Is it possible that there should be some significant improvement in A
that would not make it clearly better than B? If so, then the incommensur-
ability between the jobs is significant. IT B is incomparable with both A++ and
AL and A++ s sigmficantly better than A, then incomparability 1s signilicant.

Of course, a significant improvement in A might make it easy to compare
A owith B: a big pay rise for teachers might be all it takes to make teaching
clearly preferable to the law. Some significant changes put paid 1o some
mcomparabilities. But it certainly seems to be possible that a significant
improvement i an oplion might not make it clearly better than the alterna-
tives with which it had been incomparable. Suppose someone said,

I've been thinking about whether 1o gointo teaching or into law, and | don’t think that
either carcer would be clearly better or worse than the other. The teachers have jusi
received a huge pay increase, which makes teaching a lot more attractive. But 1 still
see good reasons for each, and no reason 1o think one choice is better than the other.

I do not think that we can say that such a person is necessarily confused, or
that the uncertainty is necessarily mere ignorance,

S0 it seems that Raz is right to deny that incomparable options are neces-
sarily roughly equal. In that case, value incommensurabalities and indetermin-
acies in the application of value terms can be significant.™ Yet it may seem
that consequentialism is rescued from the incommensurability arsument. [t
seems that consequentialism does not olfer a nonsensical guide 1o action, but
only a vague guide. The general consequentialist moral instruction “do what
will produce the best consequences’ 15 only more abstract than a vague

oG fhm could agree that tns s impossible, ifA and B are within an area of indistinciness’

* Could it e argwcd that incommensurabilitics in the apphication of nes-cvaluative cxpres-
sions are different in a way that guaranteces that all incomparibilities are cases of rough egual-
ity? That may be the case for some expressions: perhaps if A and B are incomparable for
baldness, and A becomes significantly less bald, A will necessarily become clearly less bald than
H. HBut I think it would be very rash 1o make a more general claim than that, It scems, for ex-
prple, that of two concerts thal are incomparable For the application of the rave provision (=ay,
one very loud, pet very long concert and ong very long, nol very loud congert), it is possible that
one could be made significantly worse withouwt necgssarily becoming clearly worse than the other,
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instruction like ‘choose the most competent applicant for the job’. Because
‘hest” 1s more abstract, its application can involve more far-reaching incom-
mensurabilities than, for example, ‘most competent”. And a consequentialist
werttld be wrong to claim that there are no significant incommensurabilities in
the apphcation of either instruction. Perhaps the adverse imphications of sub-
stantial value incommensurability for consequentialism are just that (i) con-
sequentialism purports to give a general, mandatory guide to action, but in
any rich lield ol options it yields no decsive guidance, and (1) it wrongly
recommends indifference between incomparable options,

[t seems that a fundamental, general argument against consequentialism
should not rely on incommensuracy of dimensions, It needs 1o address the
‘constitutive’ incommensurabilities between the moral value (1 should prob-
ably say the ‘nghtness’) of seeking to bring about good consegquences, and
the moral value of acting on the exclusionary considerations of justice that
conseguentialists have been accused ofignoring. There lies the fate of conse-
gquentialism: it 1s outside the scope of this book.

The Boundary Model: Conclusions

The boundary model describes vagueness as indeterminacy in the location of
v, for F. 1t is a model of what makes it correct to apply an expression, and it
can be shared by epistemic theorists and semanticists, The epistemic form of
the boundary model needs 1o claim not only that there is an x, for F, but that
all apparent incommensurabilities in the application of vague words are only
epistemic. In the last chapter 1 argued that Willlamson's version of the
boundary model cannot support the claim that there are sharp boundaries.
A semanticist theonst, on the other hand, might admit incommensurabal-
ities, and say that the boundary model gives a revealing picture of the inde-
terminacies in the application of vague language, When we try to describe the
vagueness ol real words in this way, vagueness becomes a complex of several
varieties of indeterminacy. Combining the claims of this chapter and Chap-
ter f, there are indeterminacies:
1. in aggregation of idiolects, illustrated by the application of Arrow’s
impaossibility theorem
2. (1) astowhat shee of language use 15 being aggregated, or
(11} as towhich dispositions count
in membership in a language community
. arising from ethnolinguistic variation
5. arising from the model’s inability to discern whether a particular dispos-
ttion 15 mistaken
6. as to what the context is, and what effect context has on the location of
boundaries,

e ad
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It seems to me that the semanticist form of the boundary model is unatirac-
Live because it suggests that the expressions of a natural language have a
function {drawing boundaries) for which they are necessarily inadequate.
This problem is worse if the indeterminacies are significant, rather than a
trivial fringe. and particularly if I was right to suggest that we should reject
Ciriffin’s notion that there are roughly complete orderings of objects for the
appheation of evalualive expressions.

By abandoning the boundary model, we can avoid characterizing lan-
guages as necessarily inept. We can allow as much indeterminacy as there is
in the application of vague language, while economizing in the description of
its sources, That is, we can reject the complexities of the boundary model in
favour of saying that the mdeterminacies in the appheation of a vague word
are indeterminacies in the similarities an object must bear to paradigms. That
is a simpler account of the application of vague words,

Both the boundary model and the similarity model view meanimg as deter-
mined {to the extent that it is determined) by use, at least for some expres-
sions. The difference between the two models lies in the ambiguity of *use’; in
the boundary model, "use’ can mean either “way of using” (corresponding o
dispositions), or ‘incidence of use’ {corresponding to actual applications). In
the similarity model, *use” means “poimnt, usefulness' (this s the sense mwhich
something “has a use” or “is of use’; see Chapter 6.3). The use that determines
the meaning of a word is the use that it has, not the use to which it has been
put {although the three senses of "use” are related ). Vague words apply to
objects to which it is generally useful to apply them: the indeterminacy of
vagueness lies m indeterminacy of purposes and needs.

4. The Similarity Model

Frege compares a concepl to an area and says that an area with vague boundaries
cannot be called an arca at all L .. Buuis it senseless to say: “Stand roughly there™?
Suppose that | were standing with someone in a city square and said that, As | sayit |
do not draw any kind of boundary, but perhaps point with my hand — as if 1 were indi-
cating a particular spod. And thas s just how one might explain (o someone what a
game is, One gives examples and intends them to be taken in a particular way.
( Wittzenstein, 1 71}

In the similarity model, similarities to paradigms provide the normative
regularity in which the meaning of an expression consists, Understanding an
cxpression 1s taking examples in a particular way. A language 1s not an aggre-
gate of idiolects that set or Fail to set boundaries to the application of a vague
word, and vagueness 1s neither a Bulure of wholects to set boundanes, nor the
impossibility of a determinate aggregation. Tounderstand a vague word is to
be able to use paradigms, and vagueness is lexibility in their use.
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This account has the advantages of simplicity mentioned above, and gives
a better account of two important features of va gueness that have been
neglected in philosophical discussions: the fact that there may be no clear
borderline cases (Chapter 5.5), and the parallel between semantic and prag-
matic vagueness (Chapter 3.10). The problem with the similarity model is
that it neither rescues classical logic from paradox, nor proposes to replace
classical logic. We should consider three objections that Sainsbu ry has made

to his own suggestion of using similarities to paradi gms as a way of describing
vagueness;

But the suggestion has many vices, For one, it presupposes, without any justi !icﬂtin_n.
that every boundaryless concept must be instantiated, For another, the condition will
not state anything which users of the concept have to know, since there may be more
than one paradigm, and so one could master the concept just as well without knowing
anything of [a particular paradigm]. Thirdly, anything which might have worried one
about boundarylessness, for exam ple any problems about the sorites paradox, natur-
ally remain just as they were, though now attaching to the similarity relation.”

With regard to Sainsbury’s first point, it seems that we need onl ydraw on the
flexibility of the notion of paradigms to avoid presupposing the instantiation
of concepts. Paradigms can be described, or depicted —we can teach the use
of ‘dragon’ with paradigms even if there are no dra £Ons.

; As for his second point, variation in paradigms is a crucial feature that a
discussion of vagueness will have to account for, A paradigm is a clear case
used as an object of comparison. It is tempting to think that a paradigm gives
an agreed standard starting-point for a variable judgment of similarity. S0 we
agree that a person who is literally as bald as an egg is bald, and we disagreein
the judgments of similarity to that paradigm that are required for use of the
word in borderline cases. But Sainsbury is obviously right to point out that
paradigms vary, There is no reason to think that someone has to be perfectly
hairless before we could use him as g paradigm bald man, and many expres-
stons do not allow for absolute paradigms like the hairless man (‘heap’ is
good example). In the similarity model, being able to identify paradigm
dragons as dragons is a eriterion for understanding the word. But we could
construct a sorites series for paradigms: ‘If this picture is useful for teaching
the meaning of the word “dragon”, it will still be useful if we remove one tiny
speck of ink .. " Sonot only do paradigms vary, as Sainsbury points out; the
notion of a paradigm is itself vague,

F{“'“Sh“"}'*ﬁ third claim seems to be true: the similarity model leaves the
sontes paradox as it was, Moreover, we have just seen that the paradox
attaches not only to the simila rity relation, but to the very notion of a para-
digm. Perhaps that is a virtue, if x, necessarily lacks a determinate location in

* Bainsbury, ‘Concepts without Boundaries’, n. 3 above, 20
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conceptual space. In anv case, however, I think that, for the reasons tenta-
tvely proposed in Chapter 6.6, 1015 good policy neither 1o asserl nor 1o deny
bivalence.

The similarity model is worth pursuing if it offers a way of setting aside the
paradoxical question of the location of x , and even if it only gives a clearer
picture of what 1s unclear about the application of vague expressions, The
best thing that can be sad for it 1s that 1ts vices and virtues correspond to the
nature of the subject-matier.

5. Conclusion

We can draw a general conclusion from the discussion in Chapter 5.4 ("How
Vague is a Vague Word?"), and the discussion of incommensurability in Sec-
tion 3 above. Borderline cases are necessanly infermediate between clear
cases of the application and non-application of vague expressions, but they
are not necessarily (they typically are not) a trivial fringe. Cases in which a
particular person is in doubt about the application of a vague expression in a
known situation are not necessarily cases in which the application of the
expression 15 indeterminate, but there are cases m which apphcation s inde-
terminate. Perhaps aclear borderline case is one in which a speaker can know
that the application of an expression is indeterminate; there may be no such
cases for the appheation of some vague expressions.

It seems that the indeterminacies that arise from vagueness are not trivial.
Adthough itis impossible to make any positive statement about fow substan-
tial they are, it is clear that they can be significant. 5o i1 they pose a threat o
the ideal of the rule of law, it 15 a significant threat, Chapter Y will argue thai
they pose no threat to the wdeal.
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Vagueness and Interpretation

A interpretation is an answer to the question “What do vou make of this?
Interpretation 1s the process of coming up with an answer. Creativity and
constraint complement cach other in that process. If 1 ask. “What do you
make of this?", I ask you to make something, but it must be something made
of this. As a result, there are criical differences and important similaribes
between interpretation and understanding, and between interpretation and
Imvention.

Perhaps a general analysis of the concept ol interpretation can say no
more. The concept is abstract and malleable, and the extent of the creativity
of mterpretation depends on what the situation allows. That 1sa matter of the
nature of the object, the questions that an interpretation must answer, the
imterpreter’s purposes, the expectations of people to whom an interpretation
15 effered, and so on. I this s all we can say about the concept of interpret-
ation, then some very general questions about how {for example) judges
ought to interpret statutes and legal precedents are to be answered not by
in vitre analysis of the concept, but by means that will have to do partly with
the nature of a legal svstem, and partly with the individual characteristics of
an indefinite vanety of legal problems. In particular, we cannol say that inter-
pretation eliminates indeterminacy in the application of legal rules, or ¢ven
that it tends to reduce indeterminacy.

Iwall call this account of the concept of inlerpretation the simple account,
and propose it as an alternative (0 more ambitious accounts of interpret-
atiom: first Ronald Dworkin's account, and then an account that Andrei
Marmor developed in opposition to Dworkin's theory.

These issues of the nature of interpretation need (o be addressed, in order
Lo avert an important misunderstanding of the reach of the indeterminacy
claim. That claim may seem to rely on a certain sort of picture of the law: a
picture in which authorities issue linguistic formulations which judges then
apply according to the rules of language. This picture concludes that the law
15 indeterminate in virtue of any indeterminacy in the rules of the language.

Iwall argue that the indeterminacy claim does not rely on any such preture
of the law. I will do so by asking whether a different, “interpretivist” picture of
law could show that people’s legal rights and duties are not indeterminate
evenillegslatures and judges use vague language in formulating the law. An
interpretivist theory of law claims that o make any statement of law is to
state the conclusion of an imterpretation of the community’s legal practice.
Ronald Dworkin has developed the most sophisticated interpretivist theory,
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and this chapter will address the challenges that his interpretivism poses 1o
the indeterminacy claim. Sections 1-3 will address the interpretivist claim
that the law has sufficient resources (o resolve any indeterminacies in the
application of legal language, Theories that reject the indeterminacy claim treat
juridheal bivalence (sce Chapter 4.4) as a model of the structure of the law,
rather than as a legal technigue. Section 3 discusses and rejects a suggestion
of Dworkin’s that juridical bivalence itself gives reason to deny the indeter-
minacy claim.

The point of discussing Marmor’s work is to examine the relation between
vagueness and interpretation in 2 non-interpretivist theory of law —a theory
cladming that, in at least some cases, following the law is a matter of following
rules that do not call for interpretation. The two questions | set out to ask of
such a theory are "How can we be following a rule when 1ts requirements are
indeterminate?” and ‘Is legal interpretation best thought of as the task of
dealing with legal indeterminacy?” T will claim that linguistic indeterminacy
i nol a prerequisite for interpretation, and that interpretation will not
resalve all indeterminacies. It is not even generally a technique for resolving
mdeterminacies.

1. Hercules and the Quietest Rave

To an interpretivist, it seems that the vagueness of language 15 irrelevant to
the determinacy of legal rights and duties. Recall the argument of Chapter 4.
»workin has claimed that any indeterminacy in the application of vague lan-
guage can be ehminated by a rule of interpretation providing that the lan-
goage shall only be applied in clear cases. 1 argued that higher-order
vagueness 1s an objection to that strategy, and that the objection survives
Dworkin's elaborated defence of the strategy. Bul now we need Lo consider
a deeper interpretivist claim: not that there may be rules of interpretation
that resolve indeterminacies in the apphcation of the law, but that the law
itself is a holistic, constructive interpretation of the legal history of the com-
munity. The argument is that vagueness in the authorities” lingwistic formu-
lations of purported laws gives no reason to think that any legal nghts or
duties are indeterminate, because those formulations do not determine the
law. They become part of the preinterpretive material that an interpretation
of the law must fit.

Here I will argue that even an interpretive theory of law must accept inde-
terminacy n the law as a result of vagueness in the considerations that are
relevant to a legal judgment. The argument has two parts: first, Lillustrate the
problem that even an interpretivist theory would face in the case of the mil-
lion raves. That illustration is only the beginning of an argument, because an
interpretivist will claim that the law offers resources that make vagueness
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irrelevant, So the second part of the argument {in Section 2) asks what can be
said in general about the mterpretive resources of the law. T claim that we
have general reasons to say that they themselves are typically vague. Vague-
ness in the law is e just a problem of indeterminacy in the application of the
words that lawmakers usc,

I propose that the case of the million raves would cause a crisis, in which
Hercules would have to make decisions that he cannolt justify in principle. In
fact. I will argue that the case flustrares acrisis that Hercules would suifer in
most or all cases: he will not be able to portray the law as having integrity. If
it succeeds, the argument is a fatal objection to Dworkin's theory of law as
integrity. But the purpose here is to argue that an interpretivist theory of law
should not deny indeterminacy in the law.

In prosecutions under the Criminal Justice and Public Order Act, Her-
cules would develop a conception of serious distress in the context of raves.
That task would reguire him Lo develop a constructive interpretation of the
law —an account of what the law requires that both fits the legal history of the
United Kingdom and puts it in the best light. He would seck to portray
the Act as a good picee of legislation, and to portray its requirements in the
case before him as consistent in principle with the rest of British law, In any
particular case, Hercules would lnd that a concert 1s 4 rave 1l that decision
would portray the state’s coercive interference with the organizer as justified
by the political virtues that law ought to exhibit: justice, fairness, procedural
due process and integrity.!

But suppose that Hercules were confronted with the whole series of con-
certs out of which we might construct asorntes paradox, all at once. One mil-
lion rave organizers are in his court on charges of disobeving a direction 1o
turn off their music, and they have all put on identical concerts —except
that each successive defendant in the senes of cases played the music at an
imperceptibly lower volume than the one before. The first defendant tor-
mented all of Shropshire: the last defendant plaved music that was scarcely
audible,

As the volume goes down with each case, Hercules will have to choose a
quietest rave, and a nowsiest concert that 15 not & rave, He has no room Lo say
that police interference was sontewhar legally justified —he has to convict or
acguit. Yet Hercules™ fully developed conception of serious distress —
the outcome of the mterpretive method —cannot vield a gquietest rave. It
must irself be susceptible to sorites reasoning. His conception aims to be
principled. But what scheme of principle, what constructive imterpretation,
could account for a statement of the requirements of the law according (o
which one organizer in our series is convicted and the next is acquitted?

How can Hercules treat x in the same way as x . and treat x| the

V&g LE164-T,
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same way asx, o when v and x| have done materially the same thing?
Why should an imperceptible difference in volume make a polar difference
lo the legal outcome? An interpretation on which there is a sharp boundary
will suffer in the dimension of justification, because it will lack integrity: there
will be no consistency m prinaple between a conviction and an acquittal for
materially equivalent conduct. Yet, faced with the series of defendants,
Hercules himself can come up with no other result,

In this predicament 1t seems that Hercules would suffer a nervous crisis.
He would convict one rave organizer for conduct materially the same as con-
duct for which the next is acquitted. He would not be able to portray those
two decisions as consistent in principle. Law as integrity would fail by its own
standards, And this is not the sort of breakdown that might result when the
mterpretive atbitude cannot be sustaned (when, for example, no scheme of
principles that fits the history of the community makes it look at all attract-
v ). Itis a breakdown that results in any legal system in which legal rules can
be stated in vague language. We can leave behind the “application” view of
law in favour of the interpretive view—and the problem remains. The prob-
lem arses not only if the requirements of the law are determined by author-
itative formulations of law, but if the requirements of the law can be
expressed (as the outcome of the interpretive process) in language that is
susceptible to the sontes paradox. Unless the paradox can be resolved, those
requirements will be indeterminate in some cases.

In fact, we should see that Hercules' problem is even worse than the case
of the million raves suggests. Real judges donot ordinarily face a case like the
case of the million raves, But that case only brings ro light the problem that
Hercules would face in every case in which the requirements of the law can be
stated in vague language. In reaching everv decision, Hercules secks to
achieve consistency in principle among all the requirements of the law:” if
scems that, in any single rave case, he would seek 1o achieve consistency
between the decision he renders and the decisions he would render in all
other potential rave prosecations. If that 1s what Hercules tries to do, then i
every case in which the law can be stated in vague language. he will face a
problem like the case of the million raves.

These claims seem Lo Face a lundamental potential objection. Even afl the
claims hold when people’s legal rights and duties can be siared in vague lan-
guage, that does not mean that they hold whenever a lawmaker has used
vague language. Perhaps, in the case of the million raves, a complere state-
ment of the law would not use vague language at all: it would vield an answer
toany rave case. Real judges donot have the iime or the need to develop such
astatement of the law; Hercules would be able to do so. The objection 1s that

T See LE 245, and the “honzental” dimension of integrity mentioned at LE 227 and Free-
dlarry’s Law { Okxford: Oxford University Press, 1996, 23,
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the law has other resources than the mere words in which the definition of a
rave was framed, and those resources may enable Hercules to find the
quictest rave.

2. The Resources of the Law

We want to say that there must be more to the requirements of the law than
the mere application of words. If that is so, then perhaps vagueness is a defect
in the latter that need not lead to indeterminacies in the former. Dworkin
takes that view, and he is not alone. One of Hart’s concessions about
The Concept of Law might seem to support it:

the question whether a rule applies or does not apply to some particular situation of
fact is not the same as the guestion whether according to the settled conventions of
language this is determined or left open by the words of that rule. For a legal system
often has other resources besides the words used in the formulations of its rules which
serve to determine their content or meaning in particular cases.’

The suggestion is that The Concept of Law took a naive view of the relation
between the conventions of language and the requirements of legal rules.
But Hart does not withdraw the basic claim that the open texture of language
leads to indeterminacies in the law. And we could read his concession simply
as admitting that his book had not explained why, for example, a rule pro-
hibiting vehicles from the park does not necessarily prohibit an ambulance,
even though the word ‘vehicle’ applies to the ambulance by the settled con-
ventions of language.*

But once Hart admits the distinction between the application of the words
of a rule and the application of the rule, he seems to have conceded what
Dworkin claims. Given the distinction, it seems that no claim about indeter-
minacy in the law follows from the vagueness of, for example, ‘serious dis-
tress’. Linguistic indeterminacy does not entail legal indeterminacy.

Of course, it is true that a judge applying the Criminal Justice and Public
Order Act has a great variety of resources as a guide. There may be a rule of
interpretation requiring strict construction of penal legislation, so that only
concerts that are clearly likely to cause serious distress count as raves. There
will be other relevant considerations —such as the purposes for which the Act
was passed, the principles of the legal protection of liberty on the one hand
and of public order on the other, the implications of the role of the provision
in a scheme of prior restraint, analogies with the principles of the law of nui-
sance (and the considerations that justify a statute treating some nuisances as
criminal), and so on. It will be an important part of the judge’s task to take

* Har, EJP ‘Introduction’ 7--8. * See Ch. 3.10 above, ‘Pragmatic Vagueness',
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such considerations into account. And there is nothing peculiar about the
Actin this regard: the use of similar resources is a pervasive feature of legal
practice, as are legal duties to use such resources. Perhaps legal systems
afwavs have such resources,

As Dworkin might put it, the guestion whether those resources vield a
quictest rave is a substantive question. It would take an internal, interpretive
argument to support the notion that there is no quietest rave —an interpret-
v argument which has no general grounds for a claim that there cannot be a
guietest rave, but has to compete, concert by concert, with the view that any
particular defendant has a legal nght to be acquitted, and with the view that
the defendant ought (legally ) to be convicted.

But there are two reasons to conclude that the interpretive considerations
relevant to the decisions do not determine a guietest rave, The Fact that the
law has ‘other resources besides the words™ does not distinguish law from
other uses of language, and there is reason to claim that the resources of the
law are generally nol precise.

The Resources of Language Use

It is very misleading to say that the law has other resources besides the mean-
mg of words, because it suggests that this feature distinguishes law from other
uses of language, We cannot contrast law with uses of language that have no
resources other than the meaning of words, becanse there are no such uses,
The idea that there are any such uses must rely on an incoherent notion of the
‘semantic avtonomy’ of language (Chapter 2.4, above).

Perhaps Hart's concession suggests such a notion: anobion of whatis deter-
mined by ‘the setiled conventions of language’—as il a word might apply to
an abject by those conventions, but a rule wsing such a word might not apply
because of the resources of the law. But what does 1t mean to say, for ex-
ample, that the word *vehicle” applies to ambulances by the setiled con-
ventions of language? It cannot mean that a police officer 1s talking nonsense
il he says, “We must keep all vehicles away from the accident scene so that the
ambulances can get through', If that is not nonsense, then ordinary con-
versational uses of language do not lack ‘resources besides the words™.

If any sorites paradoxes arise, they are not eliminated by the resources of
communication that accompany aff uses of language. If that is night, the lact
that law has “other resources besides the words' does not guaraniee the elim-
ination of indeterminacies that arise outside the law,

The Resources of the Law are Commonly Vague

Even il there 1s no coherent distinction between using language with and
without ‘resources besides the words’ (and even if those resources do not
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generally eliminate indeterminacies), the resources of the law are certainly
different. 50 there stull seems to be an argument that the existence of indeter-
minacies in other uses of language does not show that indeterminacies in the
law must arise from the wse of vague language. We have to ask what, if
anything, can be said in general terms about the varied resources of the law.
And it may seem that all we can say is that those resources may or may not
eradicate indetermimacies.

It is certainly conceivable that the interpretive resources of the law might
vield precise requirements when a lawmaker uses vague language. If a town
council passes a by-law requiring cyclists 1o use lights “after dark’. it might be
right for a magistrate to interpret the by-law as requiring cyclists to use lights
just at the precise bmes when other laws require cars Lo use hights,

But I think that there are general reasons to conclude that the resources of
the law do not eradicate indeterminacy. We can say three things: (i} those
resources are generally considerations of princple: (1) they will only elim-
inate indeterminacies if they have a special structural featre— precision; and
(1) comsiderations of principle generally lack that feature.

Think of the considerations mentioned above, which might bear on the
application of the rave provisions: strict construction, protection of liberty,
analogies with other departments of the law, and so on, None of them s pre-
cise.” What is more, the reasons why they are imprecise give reason 1o gener-
alize about the resources of the law, Strict construction 1s vague, unless there
15 noyhigher-order vagueness (see Chapler 5.2), General principles of consist-
ency with other areas of the law are vague, because they are forms of ana-
logical reasoning, and the operative notions of sufficiency and relevance of
similarities are vague.® Principles of protecting liberty are vague, because
they need to account for the interests with which freedom of action is in ten-
s (s, for example, Mill's prmaple of hberty 15 vagoe (partly) because
‘harm’ is vague . . . ). That is not to say that there could be no precise tech-
nigque for protecting hiberty, But such a technigque would not be a principle —
a starting-point for reasoning that could have general application o the
treatment of a variety of behaviour. Among the arguments of principle thai
Dwaorkin has discussed throughout his work T expect that there 1s none for
which we could not formulate sorites paradoxes. And there is no reason to
think that a consideration of afl of Hercules' sorites-susceptible arguments of
principle would yield a view of the requirements of the law that 18 not sus-
ceplible to sorites reasoning.

* General principles of promaoting the common good, or other values or inleresis, are also
wague (if argumenis above comcerming the vagueness of evaluation (Ch. 6.4 ) and the incommen-
surabality of valwes (Che 7.3 succeed ). Nobe thal, for present purposes, we do not necd o den-
Lol the limits of the law, The problem of vagueness is oot just that judges must take inta account
non=legal considerations; it is that kegal and non-legal considerations will not erdimarily identify
i UICtest rave,

* See Choad,
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But can we rule out the possibility that, in any particular context, argu-
ments of principle might identify some precise phenomenon as decisive?
How can we come Lo a general conclusion that Hercules would not find that
some such phenomenon marks the last point at which it is justifiable to con-
vict comeert promoters—and thereby marks the guetest rave? Let us
presume that, in our series of 1 million raves, there are precise phenomena —
there is a first concert which would lead to adrenalin being secreted in some
precise quantity i the glands of some prease proportion of some preasely
specified group of local inhabitants, and a first concert which everybody
{or which somebody) in such a specified group would call "distressing’, and
soon.”

The problem with the notion that Hercules could identify some such phe-
nomenan as decsive 1s that no such phenomenon could jrstify the polar dil-
ference in treatment between conviction and acquittal. Picture a conclusion
that x, is the gquietest rave because it is the last concertin the series that some
precise proportion of inhabitants would view as seriously distressing, Ifx, s
s0 closely similar that the fact that it did not happen to provoke the same
response is fortuitous, then the difference in treatment of v and x| cannot be
viewed as justified by principles that support a conviction in x, and that sup-
portan acquittalinx, . A precise distinction, whose application is fortuitous,
does not provide the distinction in principle that s required to achieve
consistency in principle between the two judgments.

There would be something wrong, by Hercules' reckoning, if he picked a
gquictest rave by relerence Lo some precise phenomenon: what would be
wrong is that the technique would lack integrity, It is important not to over-
generalze, and perhaps we should say that such a techmgue mighe be just-
ficd in principle. We could still say that Hercules would sypically be unable to
achieve integrity on his own terms when legislation is vague. But 1 think that
even this concession would be overly cautious. The wealth of resources
available to Hercules means that people’s legal rights and duties are differens
from what a naive view aboul the conventions of language might lead some-
one to think. But there is just no reason 1o think that those resources even
make it likely that the law’s requitements are smore precise than the naive
view would lead someone o beheve, Which 13 vaguer: “senous dhstress’, or
‘what ought 1o be treated as serious distress, given all the resources of the
law"? There is no clear answer to that question. There 15 no reason to think
that the latter 1s precise.

U Lignore here the vagueness of “likely 1o in the definition of a rave, which may in itsell be
an averwhelming ohjection 1o the notion that there is a guictest rave. It is outside the scope
of this book (o give an account of the vagueness of stalements of the lkelibood of Tulure
confingencies,
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3. Dworkin and Juridical Bivalence

There is one consideration, which we might call alegal principle, which might
seem to restore integrity in the million raves case. That principle is juridical
bivalence (Chapter 4.4)—the requirement of legal practice that a court must?
give judgment for one side or the other on every issue (and must convict or
acquit in a criminal case). That very duty, we might say, gives a principled
reason for dividing the defendants at some point. Dworkin has recently sug-
gested that this is an argument that supports his right answer thesis: that the
duty to decide is a feature of adjudication that provides a resource which is
distinct from the resources of other forms of communication, and which is a
reason not to conclude that the requirements of the law are indeterminate.

We make sense of them [indeterminacy claims), if there is any sense to make, by treat-
ing them as internal, substantive positions based, as firmly as any other, on positive
theories or assumptions about the fundamental character of the domain to which they
belong. In Iaw, for example, the functional need for a decision is itself a factor,
because any argument that the law is indeterminate about some issue must recognize
the consequences of that being true, and take these into account.®

But the need for a decision cannot support an argument that the require-
ments of the law are determinate. A duty to decide is a reason to give a deci-
sion, but is not a reason to conclude that the law requires one decision. That
is so because the need for a decision is incapable of counting in favour of the
plaintiff or in favour of the defendant —whatever the facts, and whatever the
law. It is a need that will be met (and met equally well) by a decision either
way. For every one of the million rave cases, the need for a decision will be
met by a decision in favour of the prosecution or by a decision in favour of the
defence.

In fact, the need for a decision is a fundamentally important feature of
adjudication, and does justify choosing a quietest rave (see Chapter 9.5). But
itdoes nothing to support the notion that the law (or morality) requires a par-
ticular choice.

4. Interpretation, Intention, and Understanding

I have argued that an interpretivist theory of law cannot successfully reject
the indeterminacy claim. But I do not propose that anyone should accept an
interpretivist theory of law. The simple account of interpretation suggests
that identifying the law is not generally an interpretive task —that it is often

% ‘Objectivity and Truth: You'd Better Believe It” (1996) 25 Philosophy and Public Affairs
87,137 (see also 138, where the ‘demand for action” made by legislation is treated as a reason
against concluding that the demands of the legislation are indeterminate).
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possible 1o understand what the law requires without any of the creative
activity that deserves to be called interpretive. It is not the purpose of this
ook to elaborate that view of the role of interpretation in law. Bul for
present purposes we should ask what implications the simple account would
have for the relation between vagueness and interpretation. Is mterpretation
simply the process of resolving indeterminacies in the law? In what follows, 1
will address that gquestion by considering Andrer Marmor’s deflationary
account of the role ol interpretation in law.”

Dworkin's theory of interpretation is Andrei Marmor's prime target: Mar-
mor proposes that there are good reasons for ‘revising the theory altogether”
(84). Marmor aims to deflate overblown notions of interpretation in legal
theory and in the philosophy of language. His own view of interpretation
emerges in the form of two distinetive theses opposed tomnterpretive theornes
of law: that every interpretation is an attribution of actual or counterfactual
communication intentions to a real or hetittous author (1 wall call this the
‘intention thesis” ), and that interpretation is an exception to the standard way
of understanding language (1 will call this the ‘exception thesis®). The excep-
trion thesis s a crucial conclusion that Marmor draws from Wittgenstein's dis-
cussion of following a rule. It is a reminder that interpretation does not
mediate between a rule and the actions that accord with the rule—that, in
Wittgenstemn™s words, “There 15 a way of grasping a rule that 1s nof an mter-
pretation. Marmor presents his two theses as the basis of an analysis of
interpretation that refutes interpretivist theornes of law, 1 will argue that all
that 15 needed for that purpose 15 something ke the exception thesis, and
that the simple account of interpretation meeis the need,

The Intention Thesis

Marmor defines interpretation roughly as ‘the imposition of meaning on an|
abject” (13), and seis out to analyse the concept of interpretation by identify-
g the appropnate notion of meaming (14 ). The available notions are (1) the
‘meaning of” the object: (i) what the author means by the object (*meaning
that'); and {111) what the object means to the interpreter (*meaning for’) (3],
Marmor discards ‘'meanmg for’ a3 amounting to emotional response and
irrelevant to interpretation. He associates “meaning of with “the semantic
notion of meaning’, and rejects it on the ground that semantics 15 rule-
governed, and interpretation is not rule-governed. ‘Meaning that’ is not
semantic but pragmatic, and is a matter of communication intentions (so that
1t 15 not determined by rules), *Meanmmg that” 15 the notion that Marmor

o dnterpretation and Legal Theory (Oilord: Clarendon Press, 19920, In this chapter 1 will
refer b Marmor's book by page numbers in parentheses.

o,
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deems essential to interpretation: he proposes that interpretation is the attri-
bution of communication intentions to an author.

But if we give an account of the meaning of a poem that disregards the
author’s intentions, we may yet have interpreted the poem. To this objection
Marmor gives an orginal answer: in such a case, ‘meaning is assigned
through a counter-factual statement . . . an interpretative statement is either
a statement on the communication intentions of the actual speaker, or else it
must be a counter-factual statement, characterizing the communication
intentions of a fictitious speaker’ (31). The claim is that an interpretation is
necessarily a statement as to what a particular sort of author would have been
trying to communicate by uttering this text in particular circumstances.

Three objections may be made to Marmor’s ingenious forging of a con-
ceptual link between interpretation and communication intentions. First, as
Marmor admits, the link is inconsequential. Secondly, the thesis is deliber-
ately restricted to interpretations of objects of communication intentions,
and so is not an analysis of the concept of interpretation. A third objection
relates to the unstable distinction between semantics and pragmatics on
which the thesis is built.

Why should counterfactual propositions about intention matter? Mar-
mor’s peculiar answer is that they do not have to matter:

I'suppose that there are philosophers who would want to argue that the attribution of
counter-factual intentions does not concern intentions at all. . . . There is, of course,
more than a grain of truth in these contentions (or complaints, as one may wish), but
they are beside the point. My thesis is confined to the explication of the grammar of
interpretation, and was not meant to imply anything further. (32)

This appeal to grammar adopts Wittgenstein’s aspiration to dissolve phil-
osophical problems by investigating grammar—that is, by reminding people
‘of the kind of statement that we make’ (P 90). But Marmor’s intention the-
sis does not actually point out the kind of statement we make; it points out
akind of statement we coutld make—1.¢. that such-and-such aninterpretation
is what such-and-such an author would have intended to communicate by
means of this object. If the fact that we could make a statement like
that implies nothing further, it adds nothing to an understanding of intes-
pretation.

In particular, the intention thesis does not contribute to Marmor’s project
of undermining Dworkin’s constructive model of interpretation. In that
model, the interpreter does not attribute an intention, but imposes purpose
on the object ‘in order to make of it the best possible example of the form or
genre to which it is taken to belong’.' Marmor aims to counter this view of
interpretation by pointing out that any interpretation can be stated as an

n LES2.
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attribution of intentions. But his claim can coincide with the constructive
maodel, if we are willing to add that the real or fictitious author to whom an
interpreter attributes intentions ought to be the best possible example of an
author. Indeed. Dworkin ascribes a role to intention that is very similar to
Marmor's mtenbion thesis: ‘even if we reject the thesis that creative interpret-
ation aims to discover some actual historical intention, the concept of inten-
tion nevertheless provides the formal structure for all interpretive claims. 1
mean thal an interpretation is by nature the report of a purpose.”= The shde
in this passage from “intention” to ‘purpose” makes room for Dworkin's con-
structive model of mterpretation, and Marmor’s intention thesis does not
forestall that move.™

A second objection to the thesis is that it pertains only to interpretation of
objects of an intention to commumcate, Marmor gerrymanders the concept
of interpretation. He treats interpretations of *acts or products of communi-
cation’ (14) as paradigms of interpretation, which they certainly are. No
grounds are olfered, however, [or lns presumption that “these standard uses
of “interpretation™ are considered to be the most appropriate ones’ (13), or
for his suggestion that scentific interpretation’, for example, 1s a “deviant’ or
‘dispensable’ use of the word (13).

This gerrvmandering might be supported by a sugpestion of Dworkin's
that the phrase *scientfic interpretation’ 15 a metaphor that portrays data as
speaking to the scientist.™ Such an account of the concept of interpretation
cannot work, because the use of the word “interpretation’ in science 15 inte-
grated into its much wider use in an indefinite varicty of everyday instances
of non-demonstrative inference (think of interpretations of footprints, or
enemy troop movements, or patterns of share price changes.. .. ), which can-
not plavsibly be called metaphorical.

The grammar of interpretation cannot be explicated by treating some
paradigm cases as deviant or metaphorical. An account of the concept of
interpretation should admit interpretations of dreams, novels, census data,
seismograph records, constitutions, and the entrals of a chicken, without
dismissing any as non-standard uses of the word.

This objection only amounts to a complaint that Marmor is not actually
analysing the concept of mterpretation. It leaves his theory untouched as a
theory of the interpretation of objects of communication intentions, And
those, after all, are the objects of greatest interest to legal theory. The simple
account recommends itsell only if it 15 a simpler or more accurate account of

" LESE,

o But Marmor later raiscs diveet objections o the constructive model, arguing that in some
cases interpreters choose not o make the best of the object, and mentioning John Finnis's argu-
ment thal there is oflen no best inlerpretaion because interpretations are incemmensurable

53-5
¢ £ .F:!f-.' 1. But Dworkin concludes that even scientbific imterpretation may he ‘consiructive” in
his sense (ibid. 53).
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legal interpretation, too. Its approach to intentions is, at least, simpler. By
asserting that attributions of intention may be counterfactual, Marmor’s
intention thesis obliquely emphasizes how little interpretation may be con-
strained by the actual intentions of an author. The simple account makes the
same point by saying no more about intentions than that, if there are any,
they are relevant to interpretation because they characterize the object,

A final objection to Marmor’s intention thesis concerns the distinction
between semantics and pragmatics on which it is built. We have seen that
Marmor associates ‘semantic meaning’ with the ‘meaning of” an expression,
and with ‘those aspects of communication which are determined by rules’
(21). He associates pragmatics with ‘meaning that’ (speaker’s meaning), and
with ‘that aspect of communication which is not explicable in terms of fol-
lowing rules or conventions’ (28). So on the semantics side we have sentence
meaning and rules and determinacy, and on the pragmatics side we have
speaker’s meaning, non-rule-governed activity, and indeterminacy. Marmor
places interpretation on the pragmatics side of the divide.

The associations Marmor draws are suggestive, but very rough. The inde-
terminacies in semantic rules (lexical and syntactical ambiguities, vagueness)
cannot be herded into whatever corral we fence off for pragmatics. Much of
pragmatics is perfectly determinate (e.g. the references of the pronoun ‘I’ in
a typical conversation, or the implications of most uses of ‘but’ instead of
‘and’). Pragmatics is not entirely a matter of speaker’s meaning, and is partly
rule-governed.”

So, while creativity typicaily characterizes interpretation, we should ques-
tion the generality of Marmor’s claim that ‘interpretation . . . is not a rule- or
convention-governed activity’ (28). That claim would make ‘rules of inter-
pretation’ a contradiction in terms. If there are any rules of interpretation,
then the motivation for Marmor’s intention thesis is undermined, because
interpretation cannot be restricted to a field of ‘pragmatics’ that is conceptu-
ally associated with intention. Marmor insists on insulating interpretation
from rules: he admits that interpretations can be guided by paradigms, but he
distinguishes paradigms from rules: paradigms ‘can be respected and emu-
lated, but not followed as are, for instance, rules of the correct use of lan-
guage. Deviating from an established paradigm — unlike failing to follow the
rules of language —does not necessarily manifest a misunderstanding’ (21).
This distinction is misleading: many rules can be stated in the form ‘do the
same as this’, with a reference to a paradigm. If, as Marmor suggests, the
meaning of a word is a rule for its use, there is reason to think that it is typ-
ically a rule that can be communicated by reference to paradigms.'® As
Wittgenstein repeatedly pointed out, there may be no better way of teaching

15 See the discussion of pragmatics in Ch. 3.10 above.
15 On the notion of the meaning of a word as a rule for its application, see Ch. 6.3.
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a rule (including a rule of language) than by pointing out paradigms.'” A
teacher who explains a rule by pointing out paradigms need not be hiding
anvthing from the pupil. Part of the point of Wittgenstein's remarks on fol-
lowing rules is that failing to follow a rule is deviating from a paradigm.

Having questioned the generahty of the claim that interpretation 15 not
rule-governed, we can do the same with the association between interpret-
ation and indeterminacy. When a rule formulation determines the result in a
case, Marmor considers il vacuous or wrong Lo say that the rule s being inter-
preted (151). Suppose that a complex and difficult statutory regime, once it is
unknotted, turns out to resolve a dispute uneguivocally, A judge might say
that there was only one available interpretation; Marmor would say that the
judge is not interpreting at all, but only applying the rule (127),

Finally, we can question the generality of the association ol interpretation
with speaker’s meaning, on which Marmor’s intention thesis stands, The
associations of interpretation with pragmatics, and of pragmatics with
speaker’s meaning, are too rough. The speaker’s intentions become surplus
to an understanding of interpretation when the intentions become counter-
factual, and the speaker hctitions.,

The Exceprion Thesis

Marmor’s second distinctive thesis is that interpretation is an excepiion to
understanding. It is supported by the claim discussed above that understand-
ing is rule-governed while interpretation is not, and by a claim that interpret-
ation requires understanding of the language of an expression being
mterpreted (22},

While Marmor uses the argument explicitly only against Lon Fuller, it
should be understood as underlying his attack on interpretive views of law in
general.

In a variety of formulations Marmor characterizes interpretation as some-
thing to be distinguished carefully from understanding: “interpretation 1s an
exception to the standard understanding of language and communication, as
it pertains only to those aspects of understanding which are under-
determmed by rules or conventions” {12).

[t may be objecied that interpretation is not an exception (o the standard
understanding of language, because interpretation and understanding
belong to different categories, This fact is implied in a footnote of Marmor's:
‘the concept of interpretation typically designates an activity; interpretation

ORI 2011 see also Remarks on the Fowredarions of Matfesmarics, 3rd edn,, ed. G, Hovon
Wright, B, Bhees, and €, E. M, Anscombe, trans, O, E. M. Anscombe (Ohslord: Blackwell,
1978}, 228, 3434

OO also pp. 22, 34,122,
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15 something which musi be carried out’ {23 n. ). S0 there 1s a more straight-
forward grammatical dilference between understanding and interpretation
than Marmor states, and it is not a difference between norm and exception.
Understanding is an ability, and interpretation is an activity.'”

Marmor evidently calls interpretation an exception to the standard under-
standing of language because, for example, ‘How do vou interpret this?
seems Lo mean the same as "How do you understand this™ The fact that the
two concepts coincide in this way could mislead vs into thinking that under-
standing is interpretation, or that understanding is a state which can only
result from an act of interpretation. Those misconceptions are the targel of
Marmor’s thesis.,

S0 the point of the thesis 1s that mlerpretation 1s not a prerequisite for
understanding, and that understanding is a preveguisite for interpretation.
To be able tointerpret, we must be able to follow rules. But don’t we have to
mterprel a rule i order to follow 107 What connects a rule with is applica-
tions, if not interpretation? These are the philosophical problems that
Wittgenstein set out to dissolve.

Marmor closely follows the interpretation that Gordon Baker and Peter
Hacker developed in their commentary on Wittgenstein's Philosophical
favestigations™" (see Chapter 2.5). They insist that understanding a rule 15
being able to follow the rule.®’ Wittzenstein does not deny that a rule deter-
mines its applications, but tries to dispel the notion that this is a queer
process. He does not come up with something that bridges a gap between rule
and application, but points out that there is no gap. Thus Baker and Hacker
write,

Mothing can be inserted between a rule and its application as mortar 15 inseried
between two bricks, 1t is a grammatical platitude that a rule determines what acts are
in accord with it, just as a desire determines what satisfies it and a deseription deter-
miines what must be the case for it o be roe., - .. The rale and s fextension’ are nol
twor things that can be grasped independently of one another, but are internally
related. The rule *Add 2” would not be the rule itis if writing “ 102" after " 10D were
not i accord with it, [0 in language that a rule and the act in accord with it {(or a rule
and its ‘extension’} make contact,*

On this view, Witlgenstem 1s trving (o point out that there 15 no room
for interpretation to mediate between rule and application. Indeed,

S0, lor example, the verb “to interpret” has an ordinary imperfect tense; the verb o under-
stand” does not,

® See Gl P Baker and P. M. 5 Hacker, Wittgenstein: RBoles, Gramerar arcd Necessioy (Oxfond;
Blackwell, 1985} see also Sceprictar, Reles and Language (Oxlond: Blackwell, 1984),

T ken Kress gives a similar account, suceinetly: ‘For Wittgenstein, understanding a rule sim-
ply comsists of the ability to apply iL” Ken Kress, *Legal Indeterminacy™ (1989) 77 California Law
Hewiew 283, 333,

= Baker and Hacker, Witigensieln: Rudes, Cirarmnar and Necessity, n, 20 above, 91
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interpretation is one of the possibilities that the interlocutor clutches at as a
bridge between rule and application. Baker and Hacker's view is supported
by Willgenslein's response:

any interpretation stll hangs in the air along with what it interprets, and cannot give
it any support, Interpretations by themselves do not determine meaning, (P 195)
there is a way of grasping a rule which is not an interpretation, but which 1s exhibited
in what we call “obeying the rule” and ‘going against it” in actual cases.

Hence there is an inclination 1o say: every action according 1o the rulg is an inler-
pretation. But we ought to restrict the term ‘interpretation” to the substitution of one
expression of the rule for another. (#7201}

From these remarks, Marmor and Baker and Hacker draw the point that
there is an absurd regress in the notion that an interpretation makes a transi-
tion from rule to action in accord with the rule: if every rule needs an inter-
pretation to be followed, the interpretation also needs an interpretation, and
we will never get as far as following the rule (15207 Thus Marmor says, A
rule, in other words, is a sign and its meaning cannot be determined by
another sign; the meanings of rules, hke those of all symbaols, must be deter-
mined by the actions themselves, that is, by the way the rules are used’ (14Y),
Rules can be expressed in signs, but it 15 idiosyneratic to call a rule a sign (let
alone a symbol)” The important point is clear, though: following 4 rule is
acting, not interpreting. Someone who understands a rule can follow it. That
ability 15 not mterpretation, but understanding, The exercise of that ability 1s
not interpretation, but following the rule. The result of its exercise is not an
interpretation, but an action in accord with the rule. In the terms of the sim-
ple account of interpretation, this is simply a reminder that, if we drove up to
a red light, it would be some sort of joke (in ordinary circumstances!) if
asked you, “What do you make of that?'

What is the place of this argument in jurisprudence? The simple reminder
that there is no gap to be bridged between “add 2° and writing “1002° after
O 1% crucial. Marmor nightly applies the argument to defend Hart against

I s uncharactenistic of Wittgensiein W propose o frestriet” the word “interpretation” Lo a
technical sense {"the substitution of one expression of the rule for another”). We do ool neces-
sarily substitule expressions when we intecpret: if you ask me lor a jack, and | decide that you
want the telephone connecting deviee and not the ship’s Oag, T may nod relormulate anything,
though I eertamly could articulate my interpretation by reformulating your reguest. Wittgen-
stemn adopis his techinecal sense W prevent the musconception Lhat leads (o absurdity, by lugh-
lighting the possibalicy of aniculating an imerpretation of a rule a5 a reformulation of the rule
Elscwhere he uscs “inferpretation” in its ordinary scnse, c.p. P34,

“ And sce Wintgenstein: Kules, Grammar and Necessity, n. 200 above, p. 149, Wiltgenstein
expressed this regress in Zedied |50 when we wanmted o say “Any seotence still stands inoneed of
an imerprétation”, that meani: no sentence can be understoosd withowt a rider,” Zeitel, ed.
L BN Anscombe and G Howvon Wright, trans, G E. M. Anscombe {Oxlord: Blackwell, 1975],
5,229,

= With the same wiosynerasy Marmor considers Livw a “form of communication’ (122, raiher
than & form of social ovdering that necds communication,
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Lon Fuller's claim that no application of a rule can be decided except in view
of the purposes of the rule. But Marmor does not use the argument in his
campaigns against other interpretive views. Ronald Dworkin never appears
in Marmor's discussion of following a rule, and vet that discussion is a
powerful argument against the claim that ‘law s an interpretive concept”.*
To Dworkin, an “easy case’ is a special instance of a hard case.” The court
must stilll interpret the law, using the same method as m a hard case (though
there hardly seems 10 be a method at work, because the result is so straight-
forward). To Marmor, an “easy case’ is one in which understanding a rule is
knowing how the rule applies, so that it would be a mistake to say that the
court interprets the rule,

IT we accept this approach to Wittgenstem's remarks, 1t seems that con-
structive interpretation has no foothold in some cases: for a court to apply the
rule will not put legal practice in anything that can sensibly be called the besi
light; there is no other light. Coupled with Marmor’s argument that an inter-
preter does not necessarily make the best of the object,™ this argument
attacks the foundations of Dworkin's interpretive theory of law,

5. Interpretation and Indeterminacy

To accept Witigenstein's argument, as Marmor presents it, s to abandon
both Dworkin's view of interpretation, and also the scepticism that denies
that there are rules. But it may seem that a less virulent but more persistent
form of scephicism survives, Wittgenstein used a rule that s not vague, Most
legal rules are vague. Many are ambiguous. When circumstances make it
seem that a rule should not be applied asitis ordinarily understood, it may be
unclear whether the problem s one ol mterpretation or of deaiding whether
to follow the rule. In all those cases, perhaps there is a more tenuous relation
between rule and application, if there is any at all,

The new sceptical problem emerges il we sccepl Marmor's ¢laim that ‘it
does not make sense to say that one has understood a rule vet does not know
which achions would be in accord with 10" (153, If that claim were made
generally, it would make nonsense of saying that we understand a vague legal
rule, because there are cases in which we do not know what action would
accord with the rule. But that conclusion would be misguided (and also un-
Wittgensteinian): it would set an impossibly high standard of understanding.
If we understand any rules, we understand vague rules.

If there 15 a connection between the rule “add 27 and ordinary vague legal
rules, it must lie in the idea of paradigms, If there are such standard examples
of the appheabon of a vague rule, then they are the actual cases in which

= LERT, i, 266 ef, also 353-4 = Bee above, n. 13,
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‘what we call “obeying the rule™ and “going against it”" (P 201) exhibits a
grasp of the rule. The same internal relation holds between understanding
the vague rule and knowing its application 1o paradipms, as between under-
standing *add 2" and knowing that 1002 comes after 100,

The claim that there are paradigms of the apphcation of general terms pro-
vides the “core” in Hart’s distinction between a core and a penumbra in the
application of legal rules,”™ Marmor argues persuasively that Hart's claim
had a Wittgenstemnian grounding (12511 ). But Marmor atimbutes to Hart a
stronger version of the thesis than Hart (or Wittgenstein) expressed: “Since
the meaning of a concept-word consists in {inter alia} its use, there must
always be standard instances in which the application of the concept word is
unproblematic’ (126; cf. 134-5). The bare fact of use does not imply that there
are paradigms. Harl and Wittgenstem make a less general claom, atinibuting
the existence of paradigms not to the fact that words are used, but to our com-
munication needs: there must be paradigms, Hart claims, if we are to com-
municate with each other at all’ * and if “we are to express our intentions that
acertain type of behavior be regulated by rules”® And he puts the claim in
terms of “agreement i judgments’, which Wittgenstem also emphasized:

The plain case, where the general terms seem Lo need no interpretation and where the
recognition of instances seems unproblematic or ‘avtomatic’, are [sic | only the famil-
Lar ones, constantly recurring in similar contexts, where there 1s general agreement in
Judgments as to the appheability of the classifying terms, (CF 126)

If language is to be a means of communication there must be agreement not only in
definitions but also {queer as this may sound) in judgments. (/7 242)*

Wittgenstein and Hart claim that in order to use language in ordinary com-
munication, we need agreement in particular judements that provide stand-
ards for eriticism and explanation. Then perhaps Marmor’s formulation of
their cliim s sound if his appeal to "use” 18 modihed o refer o general Facts
about the use of language, and not to the fact that a particular word is used.
Let us call cases on which there is agreement in judgments (in Hart and
Wiltgenstein's sense ) “paradigms”. Michael Moore has ascribed the view that
there are such paradigms to Joseph Raz, and presenied two objections to the
notion: {1} ‘the nonvagueness of some statute as apphed to some case 15 no

*Ree Ch, 2.1 abaowe,

T Posilivism and the Separation of Law and Morals”™ (19583 71 Harvard Law Review 5935,
BOT, CL General tlerms would be useless wous as a medium of communication unless there wene
such Familiar, generally unchallenged cases.” OFL 126,

' Positivism and the Separation of Law and Morals™, n. 30 above, 607

OO We say thal, in order W communicate, people must agree with one another about the
meanings of words. But the eriterion for this agreement i nol just agreement with reference to
definitions, ¢.g, ostensive definitions—but alse an agreement in judgments, [U s essential for
communication Lhal we agree inoa large numbser of judgmenis” Bemarks on the Fowndations of
Marfeesmarics, 1., 17 above, 343,
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guarantee at all of there being asimilar absence of vaguenessin all other legal
standards that could bear on that case™ and (1) the claim that there are para-
digms “does not specify what gives any predicate in a natural language a
“core” of casy applications’ ™ The first point is true, but immaterial. The pos-
sibility of uncertainty in some standard relevant to a case is a good reason for
lawyers to give cautious opinions; but there is no guaraniee at all that vague-
ness i osome other relevant legal standard will alfect the case. There are
countless breaches of contract (and performances of contracts), criminal
offences, transfers of property, administrative decisions, and so on to which
no legal standard has an indeterminate application. We could not talk about
running a red light if potential uncertainty in legal standards made it doubt-
ful whether anything counted as running a red hght.

Moore's second point is also true. Buat it complains of a failure 1o fill a gap
that does not exist. In fact, Moore's complaint is just how Wittgenstein's
mterlocutor could have put the philosophical problem that Witlgenstein was
trving to dissolve: the interlocutor thinks there has to be something that
makes 1002 follow 10K when we are adding 2. Wittgenstein points out that
that is what ‘add 2" means. 1t is as if Moore claimed that no one has shown
what makes someone with no hair “bald”.

IT this 1s the night way to view Moore’s objection, then 1t s attractive 1o
think that Hart’s notion of paradigms ties ordinary vague legal rules into
Wittgenstein's discussion of following a rule. That eliminates any sceplicism
of the form *a rule is not really a rule if it is vague’. But we are still faced with
Marmor's suggestion that we do not understand a rule if we do not know
what accords with it

The trouble is that it seems as if we do need interpretation to make the
transition from a vague rule to action in accord with the rule in a borderling
case. But then Witlgenstem's dilemma resurfaces: "Whatever [doas, onsome
interpretation, in accord with the rule’ (£1198). In that case, ‘there would be
neither accord nor conflict” { PF201). That is Kripke's paradox; it seems to be
a genuine paradox in a borderline case.

Vagueness and Normal Circumsiances

Marmor expresses the grammatical nature of the relationship between rule
and application as follows: “Understanding a rule consists i the ability (o
specify which actions are in accord with the rule” (153). This notion of under-
standing 15 crucially indefinite: does understanding consist in the abihity to
specify for every concetvable action whether it 1s in accord with the rule? No:
Marmor follows Baker and Hacker in warning against that conception of

"osihonty, Law and RBazan Reasons' (1989) 62 Soqthern Californda Law Review B27,
s
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completeness.™ It would be pointless to say that we can never understand a
rule completely because an action could always be conceived for which we
are unprepared. This idea of complete understanding is not an unattained
ideal, but makes no sense.

Then how do we qualifly the generality of Marmor's account of under-
standing a rule? He proposes that there is a guite sensible notion of com-
pleteness: "one has a complete grasp of a rule, if under normal circumstances,
one 15 able to specfy which acts are in accord with the rule” (153). Wittgen-
stein drew on this notion of “normal circumstances™,™ and it was valuable for
his purpose of clearing away the incoherent notion of complete understand-
ing that he attributed 1o his own earlier philosophy and 1o Frege. Tt was valu-
able because, if yvou think that vou need to know every possible application of
a word m order to understand 1f, you need to be reminded that vou can use
the word ‘chair” even though vou would not know whether to call something
‘a chair” if it kept disappearing and reappearing (P 80).

Can we use the same notion of ‘normal circumstances’ to explain what
amounts tocomplete understanding of vague words? We cannot. If someone
asks vou whether so-and-soas tall {or tactful, or honest, or sensitive ), and you
think that so-and-so s a borderline case. there may be nothing abnormal
about the circumstances, Under perfectly normal circumstances, vou may be
at a loss to say what 1510 accord with a rule. It would be disastrous to say that
we only undersiand a vague word it we know how to apply it in normal
circumstances.

Perhaps we cannot frame a criterion for complete understanding of words
like “tall” or ‘tactful” that is more demanding than the ability to identify para-
digms, and to make sensible judgments of similanty. For some legal rulesitis
no doubt true that if we understand them, we know how they apply in normal
circumstances— but those are precise rules. With vague rules there are still
paradigms, but uncertainty and disagreement may be widespread.™ In the
latter case, a complete understanding of a rule is consistent with uncertainty
about a multitude of perfectly normal cases.

This may sound like a sceptical position that survives the anti-sceptical
interpretation of Wittgenstein's remarks. But it is only a claim that some real
mdetermmacies are extravagant. When we clear away the theoretical inde-
terminacies of a sceptical interpretation of Wittgenstein, we have not yet said
anvthing about the extent of determinacy of any rule.

Yo, P Hakerand P, ML 5, Hacker, Wistgernstedn: Meaning and Understemding { Oxlond: Blsck-
well, 1983, 1. X245,

oOPTRT 1412

" This distingtion corrgsponds roughly to the rather wentative distingtion that Hart drew in
The Conceprof Law between rules “with only a fnnge of open texture” (CL 133} or ‘delerminate
rules’ (CF 125) on the one haod, and “vague” or very general’ or ‘vanable® standards
{0 131=3), See also Of, 263
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0. Interpretation and Invention

If we have a notion of understanding a rule that is consistent with not know-
ing how to apply a rule in some very normal (borderling ) cases, how do we
describe what people do with rules in those cases? How is interpretation (o be
distinguished from invention? Perhaps by describing interpretation as the
apphcation of a rule in an unclear ease, and mvenhon as the substitution of a
new rule. But if a case is unclear, how can we say that the rule is being
applied? O that it is not being applied?

Marmor suggests that interpretation tends o become invention as the
counterfactual charactenzation of an author becomes ‘more abstract’ (33).
But by “maore abstract’, perhaps we should read somethimg hike “less plaun-
sible”: there could be wvery concrete charscterizations of a hyvpothetical
author that would correspond to proposals that are not interpretations,

Marmor discusses the distinction between interpretation and mvention
only to the extent of claiming that Dworkin cannot draw the distinction,
because his theory cannot show that fit constrains interpretation {70, 82-4).
This is a serious charge: in Dworkins theory judges must not invent, since
one party has alegal right to a decision,

But Marmor draws no clear distinction either. In explaming Wittgenstem's
remarks on rules, he equivocates: “Interpretation is just another formulation
of the rule, substituting one rule for another, as it were’ {149}, This ambiva-
lence aboul the distinction between different rule formulations and different
rules amounts to ambivalence about the distinction between interpreting
(reformulating a rule) and inventing (substhituting a new rule). The ambiva-
lence is restated when Marmor says that it is arguable that Joseph Raz's pre-
emption thesis ‘puts too strong a constraint on interpretation of the law’.
Marmor says, "When judges interpret the law, they often have to rely on con-
siderations about that which the law is there to seitle, vet—within certain
limits — they can shill be said to be following the law, not inventing it" (122).
Here, of course, “certain limits’ means uncertain limits.

Ambivalence is justified, because judicial interpretations can be more
or less mventive, On the one hand, there 1s sometimes one obviously night
interpretation. ‘Invention” can be a term of reproach, and there are
irreproachable interpretations. On the other hand, if we define “invention” as
the substitution of a new rule, and ‘interpretation” as reformulation of a
rule, it will be unclear in many cases whether someone is interpreting or
Imventing.

Two points might clarify the issue, or at least articulate its unclarity. First,
we might say that every legal interpretation is an invention, in the weak sense
that it 15 a new answer to some legal question. But here we are interested n
inventions that are not applications of an existing rule (and I take it that we
cannot say that no interpretation is an application of a rule ). ‘Invention” in
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this strong sense will presumably mean creating a new answer to a legal ques-
tion either (1) where there is no rule to apply, or {i1) in place of an existing
rule.

The second point is that the question of how to distinguish interpretation
from invention has bwo aspects:

(1} When does an interpretation become so outrageous that it can be con-
demned as an invention?

(2) If a rule does not determine an action in a case, can a court be said to
apply the rule at all? If not, then interpretation must simply be a sub-
category of invention.

The first aspect of the question is important in interpreting art. In Marmor’s
theory the distinction at thas level 1s between atinbuting mtentions to a (real
or fictitious) author, and saving something that no plauwsible author could
have intended to communicate. On the simple account of interpretation, the
distinction 1s between making something of this, and making something up.
As a general issue the distinction is extraordinarily vague, though it can be
perfectly clear in some situations.

In the gquite different context of attempts to apply rules, it secms that Mar-
mor’s theory supplies a simple solution to this aspect of the question: we
should call it an invention when a decision-maker gives the wrong answer in
an Casy casc,

The second aspect of the problem of distingmishing interpretation from
imvention arises only in the context of attempts to apply rules. Marmor sug-
gests that ‘interpretation’ is a term for the resolution of indeterminacies in
the appheation of the language of rules.

It should be emphasized that all this 15 not meant (o imply that, in all cases of dis-
agreement on the applicability of a given rule (due to vagueness, for example),
Wittzenstein would maintain that ‘anything goes™, as it were. . .. I the formulation of
a particular rule s inadequate for purposes of determiming a particular resalt in cer-
tain circumstances, then there s nothing more to explain or understand about its
meaning: what is required is a new formulation of the rule — one which would remove
the doubt — and this s what the term Sinterpretanon” properly designates. (153)

These views need close examination. What is at stake for a ‘conventionalist’
like Marmor in distinguishing interpretation from invention 1s the ability to
sive g differentiated description of judicial law-making. Judges may apply a
vague or ambiguous rule in a way that makes its application more deter-
minate, or may creale a new rule by analogy with an existing rule, or may
resolve a conflict between rules, or may create a new rule even without an
analogy, or may decide not to apply an existing rule even without a confhct.
It is unclear which of these activities are interpretive, and in whal circum-
stances.
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Consider the court’s reasoning in giving effect to a dummy standard: recal
the requirement of ‘sufficient interest” for standing to seek judicial review of
administrative action (Chapter 3.9). In a case where it is not clear to a judge
whether an applicant has a sufficient interest, is the judge’s task to interpret
the provision? Possibly: the judge may need to decide what to make of such a
provision, and to work out what the legislature was trying to do, and those are
interpretive tasks. Butif the judge does that, and comes to the conclusion that
the legislature was leaving it to the courts, it seems necessary toreach a deter-
mination based on considerations that are not interpretive, but inventive. It
seems that deciding whether the applicant’s interest is sufficient in an unclear
case is not necessarily a matter of interpreting the provision, any more than
deciding how to exercise an express discretion is necessarily a matter of inter-
preting the provision that grants discretion. In giving effect to the ‘sufficient
interest’ provision, there may be nothing to interpret. What is more, |
claimed in Chapter 3.9 that vague standards bear a similarity to dummy stan-
dards. The similarity means, for present purposes, that in borderline cases for
the application of a vague standard, there may be no interpretive technique
that will help to decide the case. Interpretive considerations may even make
the requirements of the law more vague than they would appear to someone
who reads a provision without knowing of the interpretive requirements that
the law imposes (see Section 2 above). An understanding of pragmatic
vagueness suggests that interpretation may not even fend to make the
requirements of the law precise. An invitation to come at five o’clock sounds
precise, but it may need to be interpreted in light of a vague convention of
coming fashionably late. It only takes a purposive interpretation to give a
vague legal effect to a precise form of words. The statute prohibiting alms to
a valiant beggar is more vague if it is interpreted not to apply in foul weather
(see Chapter 3.10).

It might seem that interpretation of a vague statute must at least narrow
down the indeterminacies in its application. But we cannot even say that,
unless we have a clear notion of what indeterminacies there are before and
after the interpretive task is performed. In the case of the million raves, a
good interpretation would take into account all the considerations men-
tioned in Section 1, above. Perhaps cases in which the application of the
statute appropriately interpreted is indeterminate will be fewer than the cases
in which the application of the phrase ‘serious distress’ would be indetermin-
ate if the interpretive resources of the law were not brought to bear. But
that is not obviously the case. Interpretive techniques make a difference to
the requirements of the law, but it seems that we have no grounds for a gen-
eral conclusion that they make the requirements of the law more precise.
And if a court declared a sharp cut-off to the application of the provision, the
court would rot be reporting the result of an interpretation, but would be
adopting a measure by which to resolve the cases. |
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If this is correct, then the court does not necessarily interpret when it
applies vague standards in unclear cases. That is inconsistent with Marmor’s
suggestion that ‘interpretation’ properly designates the process of providing
a new formulation of the rule which would remove the doubt. But we should
be careful not to overstate the generality of Marmor’s commitment to the
view that interpretation resolves indeterminacies, for two reasons:
(i) although he insists that the interpretations that resolve indeterminacies
can be based on reasons (153), he never claims that there are always reasons
for an interpretation that yields a determinate outcome, and (ii) Marmor’s
nimble intention thesis can provide an account of indeterminacies left unre-
solved by interpretation: a court would not be interpreting in a case in which
no plausible author could have uttered the formulation in question with the
intention of communicating any solution to such a case.

7. Conclusion: The Charm of Legalism

What does a consideration of these issues say about the general question of
the place of interpretation in legal reasoning? It seems that interpretation
shares features with the application of rules on the one hand, and with the
invention of new rules on the other hand. In central cases of applying a rule,
there is no need to interpret. In central cases of inventing a new rule, either
there is nothing to interpret, or a rule that might have been applied or inter-
preted is overturned, or derogated from, or ignored.

If the simple account is right, detailed conclusions about the place of inter-
pretation would require specific description of what judges and other people
can appropriately make of the law in various specific legal situations. I sug-
gested in Section 6 that vague rules share features with dummy standards,
and with express grants of discretion, and that decisions as to their applic-
ability in unclear cases may better be described as inventive than as inter-
pretive.

Marmor’s answer, by contrast, suggests that interpretation has the general
role of answering questions left unanswered by the language of the law: inter-
pretation is needed ‘if the formulation of a particular rule is inadequate for
purposes of determining a particular result in certain circumstances’ (153).
This view refutes the claim that law is an interpretive practice, but it stili gives
interpretation too broad a role in legal reasoning. It suggests that interpret-
ation provides a decision whenever a pertinent rule does not determine an
outcome. - - -

- Perhaps, even after making his concerted arguments against Dworkin,
Marmor feels a vestige of the charm of legalism. The charm of legalism is the
inclination to take juridical bivalence not for the ‘technical device’ that
Finnis calls it, but as a picture of the structure of judicial duty. The charm of
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legalism is seductive, for it seems much more atiractive for a judee to say,
‘these are the legal nghts and duties of the parties” (Dworkin), or even “this 1s
an interpretation of the requirements of the law” (Marmor), than for a judge
Loy say, “anvthing goes; here is what I've come up with'. Marmor is anxious to
preserve his view of law from saying “anything goes”,

If the argument of Sections 1 and 2 was right, there are cases (and they are
nol a trvial margim of cases) i which all the resources of judicial interpret-
ation of the requirements of vaguely formulated laws yield no right answer.
That conclusion seems 1o raise the horrible spectre of saving “anvthing goes’.
It seems mischievous to propose that there are cases in which there is no help
for the conscientious judge who wants to do justice according to law —to pro-
pose that reason itsell may have nothing to say that will decide the outcome
of important litigation. Yet that is the implication of the case of the million
Faves,

I'iry to face up Lo the "anything goes” spectre in Chapter 9. But it should be
made clear from the start that I do not propose that there are cases in which
a judge can rightly put aside the pursuit of justice according to law, If there
are no clear boundaries to the application of vague rules, it will not be clear
to a court (i) that the case is not easy, or (ii) that the interpretive resources of
the legal system do not offer a resolution to the dispute. The possibility thal
a rule does not answer a dispute, and that a good interpretation of the law
would not make something of the rule that would decide the case, is never a
reason [or a court to abandon its attempt o @ive effect o the law, or 1ts
responsibility for the wise development of the law. This claim underlies the
account that I propose, in Chapter 9, of the role of judges in pursuing the
ideal of the rule of law.






9
The Impossibility of the Rule of Law

THE rule of law is unattainable. Communities never completely achieve it. It
requires, among other things, that government officials conform to the law.
But they may not do so, and presumably there is no large community in which
they always do so. To the extent that officials do not conform to the law, the
community fails to attain the ideal of the rule of law. Perhaps no community
has even got very close to the ideal. People do not always follow rules.

[ will argue that that is the only respect in which the rule of law is unattain-
able. Vagueness in the law may seem to contradict that claim, because vague-
ness seems to make arbitrary government, to some extent, unavoidable. If
arbitrary government 1s unavoidable because of vagueness, it seems that the
ideal of the rule of law is, to some extent, unattainable—and for a reason
other than infidelity to law.

Avoiding that conclusion will require a revised account of the ideal of the
ritle of law. Perhaps because communities do not come very close to the ideal,
there has been little discussion of what would count as achieving it
completely. Yet the question is basic to understanding the ideal, and trying to
answer it raises some puzzles that have not been addressed.

Legal philosophers have argued over what virtue there is in the rule of law,
but there 1s a consensus about the requirements of the ideal: [aws must be
open, clear, coherent, prospective, and stable, legislation and executive
action must be governed by laws with those characteristics, and there should
be courts that impose the rule of law.! The organizing principle of these
requirements is, as Joseph Raz puts it, that ‘the law must be capable of
guiding the behaviour of its subjects’? Law that fails altogether to meet the
requirements would not be law at all, and a legal system that lacks them to
some degree is defective in a legal sense. In John Finnis’s phrase, a legal
system must meet the requirements if it is to be ‘legally in good shape’.?

The requirements of the rule of law seem to offer an answer to our ques-
tion of what would count as achieving the ideal: if the ideal is to be completely
met, the requirements must be completely met, and to pursue the rule of law
is to maximize conformity to the requirements. On that view, we might say
that the requirement of clarity requires that vagueness must be eliminated,
and that a community does not achieve the rule of law to the extent that its
law is vague. I will argue that such a view would make the ideal not simply

I See Lon Fuller, The Morality of Law, 2nd edn, (New Haven: Yale University Press, 1969),
ch. 2, and lists derived from Fuller’s in Raz AL 214-18 and Finnis NLNR 270-1.
? Raz, AL214. 3 NLNR270.
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unattainable, but incoherent (Section 2). I will propose a revised account of
the ideal, in which vagueness is not necessarily contrary to the rule of law
(Section 3).

The revised account will be supported by discussion of three puzzles about
the ideal, concerning legal change, finality in adjudication, and the oppos-
ition of the rule of law to anarchy (Section 4). The puzzles arise if we think
that the rule of law requires maximum stability, and judicial review of every
decision, and that the life of a community be completely ruled by law. Those
puzzles might make it seem as if the rule of law is necessarily unattainable,
and unravelling them will help to unravel the puzzle about vagueness. A
conclusion addresses the implications for understanding the role of courts in
the rule of law, and argues that it ts a basic duty of courts to decide cases that
the law does not resolve: i.e. to impose resolution (Section 5). Resolutionis a
basic requirement of the rule of law.

1. The Content of the Ideal

A community attains the ideal of the rule of law when the life of the commu-
nity is governed by law. So the rule of law can be opposed to anarchy, in
which the life of the community is not governed. The rule of law can also be
opposed to arbitrary government. So Aristotle wrote that it was better for the
law to rule than for any one of the citizens to rule.’

Arbitrary government is a particular form of unreasonable government. It
abandons constraints of reason, ordinarily to do the will of the rulers. One
technique of arbitrary government is to dispense with law altogether. It is
much more common to maintain a legal system, and to suspend laws, or to
ignore them, or otherwise to violate the requirements of the rule of law, when
convenient. _

People tend to think of government as ‘arbitrary’ if it has any or all of three
characteristics:

(1) Government is arbitrary if it gives effect to the unconstrained will of
the rulers-—as in an absolute dictatorship.

(2) Government is arbitrary if it does not treat like cases alike—if it does
not treat people consistently.®

(3) Governmentisarbitrary if it is unpredictable —if it does not tell its citi-
zens where they stand, what their rights and duties are.

* Butseen. 11 below. S Politics 3.16,1287*19,

¢ CI. John Rawls: “The rule of law. . . implies the precept that similar cases be treated simi-
larly. Men could not regulate their actions by rules if this precept were not followed.” A Theory
of Justice (Cambridge, Mass.: Harvard University Press, 1971), 237.
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It seems that government will be arbitrary if it lacks consiraint, consistency,
or certamnty. The rule of law seems o be opposed Lo government that s arbi-
trary in these senses, because it offers constraint, consistency, and certainty.
Yet, as T will argue in Section 2, government by law unavoidably lacks all
three characteristics 1o some extent. Does that mean that the ideal of the
rule of law is incoherent, because it both requires and prohibits arbitrary
government?

I do not think that the ideal is incoherent, and 1 think that we should con-
clude, instead, that lack of constraint, inconsistency, and unpredictability are
nol necessarily arbitrary in the ordinary, pejorative sense of the term
{although for convenience I will continue to call them “arbitrary government
im the first three senses’). [will argue that there 1s not necessanly anvthing al
all wrong with a legal system that does not achieve complete constraint of
officials, complete consistency, and complete predictability. Note, however,
that this approach has some work to do! it needs Lo give an account of what s
arbitrary in the ordinary, pejorative sense. We need a fourth sense of “arbi-
trary’ —a sense necessarily opposed to the rule of law, which I will state here
and try o explain below:

i4) Government is arbitrary if its actions depart from the reason of the
law.

The need toreconcile lack of constraint and inconsistency with the rule of law
should be readily apparent: rulers can and do use the law te achieve ther will.
The formal constraint of the rule of law may impose little substantive con-
straimnt on the will of the rulers. S50 government may conform to the rule of
law, and vet leave the rulers free from constraints that justice and the com-
mon good reguire. And a legal system that conforms to the rule of law may
treat like cases abke only mn the thin sense of treating abke those cases to
which the law applies in the same way. The law may offer citizens the cer-
tainty that they will be dealt with arbitrarily.

Sowe have a puzzle about the content of the ideal: it seems to demand con-
straint, and vet lack of constraint is inevitable, This puzzle is insoluble if we
think that lack of constraant on the rulers 1s necessarnily contrary to the ideal.
But we can solve the puzzle by saying that the rule of law s rechnically
opposed to arbitrary government. That does not mean that the opposition is
trivial, but that the rule of law 1s a technigue that stands in the way of arbia-
trariness in our first three senses. Making laws is alse a technique for achiev-
ing the will of the rulers {and 1t may be a technique for acting inconsistently ).
But this should not be more puzzling than the proposition that, for example,
promise-making is a way of achieving your will and also a way of constraining
your will. The puzzle should evaporate 1l we consider that it may suit the
interests of the rulers to ignore a law which it has suited their interest toenact
and to keep in force.
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2. Vagueness and Arbitrary Government

Vagueness may seem to pose a much worse puzzle. Vagueness in the law
makes arbitrary government in the first three senses unavoidable. This book
has argued that, if the law is vague, judges are sometimes called on toresolve
disputes for which the law provides no resolution. With respect to such dis-
putes, the law does not constrain the will of the judge. It is impossible for a
court always to treat like cases alike when the law is vague. And a vague law
lacks certainty in some cases.

These claims may sound extreme. They certainly go against the ideology of
lawyers in various communities. We think that applying the law and treating
like cases alike are the heart and soul of the judge’s task. But if these things
cannot always be done, then it scems that the rule of law is unattainabie
because of the vagueness of language. An impossible ideal seems romantic at
best, and at worst absurd.

Constder the ciaim that, because of the vagueness of ‘within a reasonable
time’, there is no last day on which charges of murder against a particular
defendant may lawfully be heard in a community in which defendants have a
legal right to trial within a reasonable time. Notice what sort of claim it is: it is
a statement of law, to the effect that the law does not provide an answer toa
question that a court may have to answer. Imagine a series of many defend-
ants, like the series of defendants in the million rave cases. In this series, all
the cases are identical except that each successive defendant 1s prosecuted a
day later. Imagine that the first is clearly prosecuted with a reasonable time,
and that there is clearly unreasonable delay in prosecuting the last in the
series (so that the court ought to dismiss the charges). In each case, the court
has just two options: to allow the prosecution to proceed, or to dismiss the
charges. If every pair of adjacent defendants in the series is in the same legal
position, then there is no first defendant against whom the law requires that the
charges be dismissed. If the first defendant may lawfully be prosecuted and the
last defendant may not, then for some pair of adjacent defendants, the court
must allow the prosecution to proceed against one, but dismiss the charges
against the other. The court cannot even solve this problem by appealing to
considerations of justice, or of the interests of the public or of individuals.

The result is that the court will have to choose the last defendant to be
tried. The court will not be able to decide all of the cases according to law: the
decision in some cases will be an unconstrained act of will. In choosing which
defendant is to be the last in the series to be prosecuted, the court will not be
able to reach a better decision than it would reach by flipping a coin. Flipping
a coin (even secretly) is not ordinarily a justifiable judicial technique, but in
this situation that is not because the court could have reached a preferable
outcome by using any other technique. Moreover, the court will have tomete
out opposing treatment to people whose cases are alike. Finally, the decision
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will be unpredictable, because some of the defendants have no way of
knowing whether the court will find them guilty or not guilty. In our first
three senses of ‘arbitrary government’, the decision in some of the cases will
be an act of arbitrary government.

So, when the law is expressed in vague language, the resuit is some degree
of arbitrary government in the first three senses. If this is a problem, it is a
wide-ranging problem, because vague language is a pervasive legislative
tool. Lawmakers very often use very vague terms. Consider, for example, the
term ‘riot’, which defines a qualification to the right to life in Article 2 of the
European Convention on Human Rights, or the term ‘torture’ in Article 3.
With these terms and many othersin the European Convention (andin every
bill of rights) we could illustrate the same problem illustrated here using
‘within a reasonable time’.

We can make this claim stronger: vague language cannot be eliminated
from the law, and therefore arbitrary government in the first three senses
cannot be eliminated. The ineliminability of vaguenecss may scem obvious,
but it is worth pointing out some reasons for that conclusion,

Many legal standards could be made more precise. Article 6 of the Euro-
pean Convention provides a right to trial on criminal charges ‘within a rea-
sonable time’, and aright to be informed ‘promptly’ of charges, and aright to
‘adequate’ time to prepare a defence. Those vague standards could all be
replaced with time limits. There might be reasons not to use precise stand-
ards: if we chose a precise time limit suitable to prosecutions for shoplifting,
it would not give the prosecution the time it needs in cases of stock market
fraud. A precise time limit suitable to the prosecution of stock market frauds
would give the prosecution too much time in a shoplifting case. It would be
cumbersome to develop a tariff of time limits for different offences~and it
would be fruitless: there might be wide variations in the time the prosccution
needs for different instances of the same type of charges.

Here it is tempting to say, ‘Vagueness can be eliminated, but there may be
good reasons not to do so. The rule of law is never quite achicved, so long as
vague legislation provides the possibility of arbitrary government, But there
are other values besides the rule of law, which need to be balanced against it.”
This approach seems attractive because it is certainly true that conflicts can
arise between the rule of law and other values. The most familiar is the con-
flict with national security. If allowing due process in civil disputes runs the
risk of disclosing the plans of our submarines to enemies, then the rule of law
conflicts with national security.” It may seem that the rule of law requires
precision, and that reasons to have vague rules are reasons not to pursue the
rule of law.

" Cf. Duncan v. Cammell Laird and Co. Ltd. [1942] AC 624. On the question of when it 5
right to suspend the rule of law, see Finnis, NLNR 275.
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But in fact we cannot give a coherent account of the rule of law as requir-
ing precision, because vagueness cannot be eliminated. Consider the gualifi-
cation on the right to life in case of riot, and the prohibition on torture. IUis
inconceivable that we could replace thase vague terms in the way we pictured
replacmg the tme requrements, with regulations that are similar, but pre-
cise. We could not come up with a useful list of prohibitions or permissions
that would give a precise answer to the question of what the police may do in
response o public disorder. A list would be useless because it would be rigid
and incapable of coping appropriately with the complexitv of public dis-
order. [twould also be useless because any itemization detatled enough to be
even somewhat precise would be unwicldy. Itwould be of no use to the police
as a guide for their conduct —so it would be no advance towards the rule of
law. Tt 1s simularly meoncervable that we could replace the vague defimtions
of offences of violence in criminal law (or definitions of torts that involve per-
sonal injury) with precise standards. And even if those legislative Teats were
possible, a legal svstem purged of vagueness would have to refuse to enforce
vague agreements {which would ruin, for example, legal regulation of the
sale of goods).

Vagueness is inchiminable from a legal system, if a legal system must do
such things as to regulate the use of viclence among citizens, and commercial
agreements between citizens. Every legal system does such things. There
would be no reason to call anything a legal svstem if it regulated no such
aspects of the life of a community, No community would be ruled by law if
such things were not done, Not every law neced be vague, but legal systems
necessarily have vague laws, 50 we can go so far as tosay that vagueness is an
essential feature of law. If we could conceive of a form ol regulation of the hie
of a community that used only precise rules, it would be so fundamentally dif-
ferent from any legal system that it would not be part of what an explanation
of law has to explain. We can pul the claim even more strongly: we cannot con-
ceive of a community regulated with precise laws, Law is necessarily vague.

But now we have come round in a aircle, and we face a paradox. The rule
of law is the absence of arbitrary government. Vagueness in the law leads to
arhitrary government in the first three senses. Law is necessanily vague, So
arbitrary government —the antithesis of the rule of law —1s a necessary lea-
ture of the rule of law. The rule of law entails both the presence and absence
of arbitrary government. It 1s not just an unattainable ideal, it is a necessarify
unattainable ideal. It is incoherent.

3. Reconstructing the ldeal

How do we reject this apparently inescapable notion that the rule of law s
necessarily unattainable? It might seem that a dose of common sense 15 all
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that is needed —and that 1s probably true. After all, while we could probably
mmagine a community that weld rave attained the wdeal, except that its laws
were too vague, there has probably never been such a community. But there
remains a puzzle, because rejecting the notion that the rule of law 1s neces-
sarily unattainable will require reconciling arbitrary government, in the first
three senses, with the ideal of the rule of law,

Perhaps the simplest way to do that 1s to admat that a communmty lacks the
rule of law to the extent that its law is vague, just as it lacks the rule of law 1o
the extent that its officials ignore the law. On this view, it might be a fair gen-
eralization to say that the community is ruled by law if there 15 not ioo much
vagueness, just as it is a fair generalization (o say that the treatment of sus-
pects s ruled by law f official tllegality 15 rare. A commitment to the rule of
law would include a commitment Lo minintize vagueness. In this regard, the
ideal of the rule of law would be like the ideal of a goalkegper: every goal goes
against the wdeal, but even greal goalkeepers allow seme goals.

I propose that we can do more than that 1o make sense out of the ideal of
the rule of law. We can start with the notion of a “deficit” in the rule of law, A
community sulfers from a deficit when it lacks the rule of law in some respect.
The most obvious sort of deficit is official illegality, If the law requires police
not Lo torture suspects, then there 1s a delicit in the rule of law every ime an
officer tortures a suspect. If the officer gets away with it, that is another
deficit. If such deficits occur, the community does not fully achieve the ideal
of the rule of law. If they are widespread and svstematic, the treatment ol sus-
pects is not ruled by law. If there are significant deficits in other areas too, we
might say that the community 1s not ruled by law at all. Every deficit in the
rule of law (e.g. every incident of torture by the police) takes the community
further from the ideal. Every success in eliminating such a deficit brings the
commumnily closer o the ideal. I success is general, and torture 15 an extraor-
dinary exception, then it is a fair generalization to say that police conduct is
ruled by law,

Vagueness is different. I propose that a vague law does not necessarily rep-
resent a deficit in the rule of law, Replacing a vague law with a precise law
does not necessanly bring a community closer to the ideal of the rule of law.
For example, there is no reason to think that Evropean countries would
approach the ideal more closely if they replaced Article 6 of the European
Convention with a regime of precise tme himits for steps in the criminal
process. That step might not even increase certainty: the history of the
English Statute of Frands shows that precise laws stimulate the interpretive
mgenuity of lawyvers and judges —and interpretive ingenuily can give exirava-
gani pragmatic vagueness to precisely formulated laws. Whether a judge will
evade the etfects of a preaise rule may be as uncertaim as how a judge will
apply a vague rule. More importantly, a regime of precise time limits
would introduce arbitrariness in our fourth sense: the sense in which a law 15
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arbitrary if its requirements do not reflect the reasons on which such a law
ought to be based.®

A time limit of, for example, precisely seven months [or proseculions on
serious criminal charges would be arbitrary in our fourth sense. It would be
met by prosccutions that (whatever the rabionale for hmiting delay ) should
not be allowed, or it would not be met by prosecutions that should {accord-
ing to that ratiomale ) be allowed, or both.

[ncreasing precision can increase arbilrariness. 50 an Increase in precision
15 not a guaranteed step closer to eliminating arbitrary government. S0 even
il the rule of law is simply the absence of arbitrary government, an imcrease in
precision would not necessarily be a step towards the ideal. A more precise
law could conceivably be farther from orcloser to the ideal, or neither. In regu-
lating criminal procedure, lawmakers face a complex gqueshon of legislative
craft; they do not necessarily face a choice between pursuing the rule of law
with precise time limits, and relinguishing it with a vague law. In regulating
more complicated alfairs, such as violence, the question of whether o use
precise terms does not even arise: regulation cannot be precise.

4. Three Puzzles

We should be able to take a similar approach to three other puzzles, in which
it seems to be impossible to meet the requirements of the rule of law, Each will
be introduced with a mistaken claim about the impossibility of the rule of law.

Legal Change

Law-making is necessarily free, to some extent, from legal control. Le-
gislation 15 not ruled by law. Stabifity 15 one of the requirements ol the
rule of law. A minor change in the law does not rob a legal system of all
1ts stability, but 1t 15 a deficit in stability. S0 every act of law-making (by
court or legislature or executive ) is a deficit in the rule of law,

Aggain, it might be tempting to say that a legal svstem with rules of change is
close enough W0 the rule of law, as long as there is not too much change. But
we can say more than that: we can reject the notion that achange in the law is
necessarily a dehet in the rule of Taw, IU s too obvious that, in order to be
lfegally in good shape, a legal system needs not only rules of change, but also
active lawmakers.

= An exercise of a discretonary power s arbitrary in the same sense, even il it s nol illegal, 1f
il dioses ot reflect the reason of the law, CF ihe similar 2ense of arbitranness in the exercise of a
power thal Raz describes; AL 219,
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A legal system with no rule of change is conceivable. But there 15 just no
reason 1o think that it would approach the wdeal of the rule of law more
closely than ordinary legal svstems do. 11 is inconceivable that a healthy legal
system in any large industrnialized society could lack a rule of change, and the
reasons why are reasons 1o think that rules of change do not necessarily
license deficits in the rule of law, In such a society, if the law did not provide
for its own change, it would commuil itsell 1o mereasing wrationality — (o
increasing arbitrariness in our fourth sense —by refusing to respond when
existing regulations or forms of regulation are seen to be {or to become)
pointless, and when new regulations and forms of regulation are needed:
when the reason of the law demands a change in the law,

When isachange in the law a deficitin the rule of law? We can appeal agam
to the organizing principle of the rule of law —that the law must be capable of
guiding behaviour, That principle does not require that the law's guidance
never change., It requires that the prospect of change should not make 1l
impossible to use the existing law as a puide. So the government does not neces-
sarily moeur a deficit in the rule of law if it imposes a new curriculum on
schools. But it does incur a deficit if its behaviour gives teachers reason o
think that they cannot guide themselves by an existing curriculum, because ii
15 liable to be replaced belore the lessons are taught or the exams are wrnitten.

Finality in Adjudication

The rule of law is conceptually impossible, because it requires judicial
control of official decisions. Judges are themselves officials, and adjudi-
cation is itself the standard technique for legal control of any form of
decision-making, Adjudication is not ruled by law, No legal svstem has
an mhnite hierarchy of courts, and that 1s what 1t would take for adjudi-
cation itself to be ruled by law. In any hierarchy of courts, the highest
court is not ruled by law.

Itis impossible for a community to have an infinite number of courts. But an
infinite Aierarchy of courts 1s not impossible: that would only take two courts,
cach ol which has power 1o reverse the decisions or to control the process of
the other.

It mught be argued that there was such a hierarchy in England in 1616
that the Court of Chancery had power 1o issue injunctions against enforce-
ment of judgments of the Court of King's Bench, and that the King's Bench
had power toassue judgments against hitigants who guestioned s judgments
in another court. But the better view is doubtless that the courts did not boh
have the power they claimed (and it may be indeterminate which court, if
cither, had the power it claimed). The Lord Chancellor claimed the power to
mterfere with King's Bench judgments, and the Chiel Justice claimed the
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power to indict litigants for seeking that interference, but neither they nor
anyone else thought that both claims were valid. An infinite hierarchy of
appeals is repugnant to the rule of law. The idea is not repugnant because of
any logical inconsistency. It is easy to conceive of such a system. But there
would be something very wrong with a legal system without finality in adju-
dication. It would not carry out a basic function of legal systems. It would not
be legally in good shape.

We may seem to have reached a paradox, in which finality in adjudication
is both required for the rule of law, and fatal to the rule of law. But thatis only
a muddle arising from an inadequate account of the ideal. The paradox arises
only if we claim that a decision is not ruled by law unless it is subject to judi-
cial review. Judges often talk as if judicial review of administrative action
were a necessity of the rule of law, or of logic itself:

Subjection in this respect to the High Court is a necessary and inseparable incident to
all tribunals of limited jurisdiction; for the existence of the limit necessitates an
authority to determine and enforce it: it is a contradiction in terms to create a tribunal
with limited jurisdiction and unlimited power to determine such limits at its own will
and pleasure —such a tribunal would be autocratic, not limited.”

That attitude is a symptom of Albert Dicey’s confusion of the rule of law with
the rule of the High Court. Not even Diceyan judges take the view that the
House of Lords is necessarily autocratic, and yet no one can legally review its
determinations of the limits of its powers.

People can follow rules without anyone else enforcing them. If you make a
rule for yourself of making breakfast for your cat betore you make breakfast
for yourself, you may not keep to it. And you may be more likely to keep to
the rule if someone checks up on you. But there is nothing impossible about
following rules without a review process. And having someone check up on
you may improve your compliance just as well, whether or not that someone
has the power to reverse your decisions.

The same goes for the House of Lords: because there is no legal recourse
from its decisions, it has opportunities that lower courts do not have, to
ignore the law and to get away with it. To the extent that it ignores the law,
Britain isnot ruled by law, but by judges.'* But freedom from review does not
make it impossible for the highest court to follow rules.

When is lack of judicial review of administrative, legislative, or judicial
decision-making a deficit in the rule of law? Simply when judicial review is
needed to achieve official conformity to the law. So we can avoid the paradox

* R.v. Shoreditch Assessment Committee, ex parte Morgan [1910] 2 KB 859 per Farwell L.I.
at 8R0. _

" It would be a confusion to think that Britain is not ruled by law to the extent that the House
of Lords changes the law—see above on legal change. To the extent that it lawfully changes the
law, Britain is ruled by law and by the judges.
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by reworking the ideal in a way that makes more sense. Judicial review of
ollicial decision-making 1s not logically reguired [or a community Lo achieve
the ideal of the rule of law, in the way that, for example, it is logically required
that the officials generally adhere to the law. Judicial review is an instrumen-
tal requirement —a check against departures from the rule of law. Itmay be a
very effective instrument, if judges are more impartial than other officials, or
more Lathiul to the law, IT that 1s not the case, then judicial review has no
value in achieving the ideal —judicial review may hinder the rule of law. In
Any case, questions as to how much judicial review should be available, of
which decisions or actions, in what form, and on what standard, are questions
of legislative craft, and not necessarily questions of whether to adhere to the
rule of law or to relinguish 1t Lack of judicial review 15 nol necessarily a
deficit.

But finality in adjudication is a condition of the rule of law. People may
conduct themselves according to law even without being held to do so. Bul
people cannot conduct themselves according to law to the extent that there is
no end to disputes.

It still makes sense o sav that some form of judicial review of administra-
tive action is a requirement of the rule of law; because of the contingency of
mmfidelity, 1t 1s hard to mmagine a community ruled by law, with no form of
legal remedy against official illegality. But it does not even make sense to talk
of a community ruled by law, with an infinite hierarchy of courts. The ideal of
the rule of law does not require even the potential for judicial control of every
official decision. The wdeal forbids it.

The Rule of Law Opposed 1o Anarchy

The rule of law 1s opposed not just to arbitrary government, but also to
anarchy. If the rule of law is to be attained, the life of a community must
be ruled by law, But then the rule of law would only be attained com-
pletely il the life of the community were completely ruled by law. That
would be impossible (and undesirable ). S0 the rule of law is unattainable
and undesirable; we cin achieve the rule of law only meompletely.

The impossible scenario, in which every event in a community is governed by
law, would make no sense as an wdeal. It would be nonsensical, and not just
detrimental, for a lawmaker to pursue it. Complete attainment of the rule of
law must be something quite different, if the rule of law is to make sense as an
ideal. To make sense of the rule of law, we must concerve of 1t as a complex
mean between anarchy and over-regulation. "

oRome people have treated the rule of Law as by definition a purely procedural ideal —a for-
mal characteristic of laws, and not a state of alTairs inoa commumnity, IUis enly a verbal guestion
whether tosay thal *the rule of law® 15 achieved when the regquirements are med, regardless of the
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What would count as attaining such a mean? We cannol sav. unless we
have an account of what the law ought to regulate. The rule of law s like the
ideal of self-control: we cannot sav whether someone has achieved sell-
control unless we know what needs controlling. A community achicves the
rule of law only if the law regulates just what 1t 15 1ts function to regulate —if
it does what itis good at. But good from what point of view” The question is
evaluative, but it leaves unaddressed the question of whether the rule of law
15 positively valuable insell. IPwe admat that it must be possible for the rule
of law to be completely achieved by a vicious system, then we have to sav,
*wood from the legal point of view'. From that point of view, it may be unclear
what ought to be regulated. The law may have no clear or consistent point of
view towards its function.

We seem to need an account of the legal pomnt of view, and of the general
principles of the law of a community {which I have been loosely calling “the
reason of the law’). The general task cannot be carried out here, but an ex-
ample might show what it is that we need to understand.

Does Britain under Elizabeth I come closer to the ideal of the rule of law
than England did under Henry IT7 Probably 1t does, but we should say that it
does not do so merely in virtue of the fact that, for example, there was no
workplace safety legislation under Henry 11, Was the lack of workplace
safety legslaton under Henry ITa deficitin the rule of law? That depends on
whether the reason of the law demanded workplace safety legislation in that
community. A community is legally in good shape if the law regulates what,
from the legal point of view, it ought to.

There is a genuine puzzle here. In any decent legal system there is a fairly
clear answer to the guestion *What s regulated?” But there 15 not necessanly
any clear answer, from the legal point of view, to the question *“What ought to
be regulated?” Finnis has pointed out the important fact that concern for the
rule of law “works to suggest new subject-matters for authoritative regula-
tion”." That concern may itself identity respects in which the lite of the com-
munity ought to be regulated, and s nol. Butif Henry IT's jealous concern for
the rule of law did not suggest workplace safery legislation, then its lack was
not a deficit, The reason of the law did not call for such regulation. From a
pomt of view unrestricted by the principles of the law of twelfth-century Eng-
land, it might have been better if there had been workplace safety regulation,
That would not have brought England closer to the rule of law; it would have
changed the principles of the law.

We might sav that a lack of regulation {or an undeveloped form of regula-
tion ) im some area is a defionit just whenat s inconsistent with the reason of the

content of the Lvw, or (as | have done) that the rule of Law s achieved only if the life of the com-
murity 1% ruled by Lawe. [ the former approach were taken, them this sectom on anarchiv and the
rule of law would be a discussion of a different ideal —something like the ieal of government,

B ANLNRITI.
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law —with the principles of the law. Those principles may be muddled, or
fragmentary, or mcommensurable, or inconsistent, or simply unclear. 50 the
ideal of the rule of law is vague. It may be unclear, in some cases, whether a
lack of regulation of workplace safety runs contrary to the principles of the
law —whether 1t s a deficit in the rule of law. That does not mean that the
ideal of the rule of law is incoherent, any more than a vague request 1s inco-
herent, Butaf the law of a communily were entirely unprimcipled, the rule of
law wounld be impossible,

I donot claim that there are no deep puzzles about the content of the ideal.
One puezle relates to the question of the virtue of the rule of law: itis the puz-
zle of how to articulate the ideal as a technical ideal, without building into it
all the requirements of good law, We might say that its a puzzle of how to
account for the functions of law entirely by reference to the reason of the
law. '

I only claim that no such puzzles arse from vagueness, jusl as none arse
from rules of change or from finality in adjudication. The rule of law is un-
attainable, but it 15 not inconceivable.

5. Resolution

Where it seems that the law cannot draw a boundary, it would seem
impossible for a human being todentify one, Yet the law trains officials
for that very purpose, and appoints them to judge and to regulate that
which it leaves undetermined, as rightly as they can.

{ Arnstorle, Polines 3. 16)

Aristoile was aware that the rule of law might seem to be impossible because
of legal indeterminacy. He mentions the point as a potential objection 1o his
claim that 1t1s prelerable Lor the law to rule than [or one citizen to rule. His
response is, in the first instance, that if the law is indeterminate, the right out-
come 1s unknowable for any person —so that indeterminacy in the law does
not mean that the rule of people is preferable. But his complete response is
toidentify the law’s capacity to provide for the resolution of 1is own indeter-
minacies. The law provides for the resolution of 1ts own indeterminacies,
just as it provides for its own identification, and its own change, and its

“ For another puzele about the content of the ideal, sec Raz, Efhics in the Putlic Domain
(Orxlord: Clarendon Press, 19947, 362, on the demial ol access W justce and alicnation from the
Law that arise Irom the very procedures and institutions that proamole e wdeal: “To some extent
there is no cscape from these blemishes,” John Gardner has identificd another similar puzzlc
aboat the rule of Lew: there are different and podentially meompatitle ways mowhich the law
might achieve the requirement of danty: *Batonality and the Bule of Law in Offences against
the Person” {19927 33 Camlrridee Low Sowreal 302, 511-20,
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own enforcement. These are all senses in which, as Kelsen said, the law regu-
lates its own creation.™

Tomake sense of the ideal of the rule of law, we need to make a basic claim
about the role of courts: their role in securing the rule of law for a community
15 not just the forensic role of fact-finding and the watchdog role of ensuring
compliance: it is also the creative role of resolving unresolved disputes about
the requirements of the law. Such disputes need to be subjected to the rule of
law. The rules that give courts jurisdichon do not just identfy the sphere
within which a court is to apply the law. By authorizing {and requiring) the
court to impose resolution, those rules regulate what the law does not regu-
late in any other way. The unsurprising conseguence is that there is no escap-
ing the rule of people. To make sense of the ideal of the rule of law, we have
Loy make sense of the necessarily ereative role of judges. This means thal “the
rule of laws, not of men’ 18 a rhetorical figure for the rule of laws, free from
abuse by men. The ideal of the rule of laws still makes perfect sense.

The conclusion 1s thal judges have a duty 1o give (in facl, to impose) reso-
lution. Resolution is a basic requirement of the rule of law. The plaintiff in a
libel case may have a legal nght to substanbal damages —and nothing more
determinate. Then we might say that the court would do justice if it ordered
the defendant to pay “substantial damages’, But such an order would be a
derchenon of duty, because part ol the court™s duty 15 to mmpose resolution.'”
A judge faced with the whole series of murder prosecutions discussed carlier
would speak the truth if she said, “there 15 no legal answer to the question
“Whois the last defendant who can be tried?” " Bot she would fail in her duty
if she did not either dismiss the charges or allow the prosecution to proceed
n each case.

Resolution is a crivically important duty of judges.” It is important when it
15 indeterminate what justice or the law requires, and when the varous
imcommensurable requirements of good judicial decision-making conflict
with ¢ach other, and even when there 15 no just outcome. It is a reason for
appeal courts to have an odd number of judges and simple majority voting,
and a reason for finality and for the doctrine of res judicata. The ability and
responsibility of judges to impose resolution is a major source of their legit-
immacy. Butitis not an espectally noble duty, hke thewr duty todojustice. They
cannot help but carry it out, unless they quit or throw up their hands. They

" Hans Kelsen, Generald Theory of Morms, ed, Michael Harmney {Oxford: Clarendon Press,
1991, 124, 126, 132, clc,

¥ Perhaps it s better Wo say that the plaintilf has a legal nght to substantial damages, and also
a legal right o have that right determined inoa precise som. Then the duty of the court o impose
resolution s isell a duty of justice, 1 do not think than that conclusion would affect what T say
here about the independent and basic nature of the duty 1o impose resolution,

WL Bae's acoount of the functions of Law, in which setthng unregulated and partly regulated
dispuies is a ‘primacy [unction” that shows “the key position of the court system in all legal sys-
tems, AL 174-5,
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can fulfil it even when they decide without giving reasons, even when they
decide wrongly, and even when they decide corruptly. Therr ability tommpose
resolution is enhanced to the extent that their justice and good sense
enhances acceptance of the courts” decisions. 5o they fail to fulfil it if they
decide cases in a way that brings the administranion of justice into such disre-
pute as to endanger the rule of law, by prompting executive contempt, or
rchellion, or mob violence. Yet even that fatlure 15 to some degree independ-
ent of the justice of their decisions, since just decisions too may prompt such
breakdowns in the rule of law. Imposing resolution is a basic and independ-
ent duty. but it is not paramount, There is no reason Lo think that judges have
an absolute duty to promote acceptance of the resolutions they claim to
I POSE.

The many duties of judges cannot be listed neatly, but they include main-
taining the integrity and decency of the process of the court {including super-
vising the law ol evidence and the law of contempt ), managing and directing
the jury [airly and according to law in a jury trial. and finding the facts in a trial
without ajury. In their decisions and in the remedies they give their duties are
o do justice according to law, 1o take responsibility for the development of
the law so as to promote the public interest and the doing of justice, to impose
resolution on disputes, and Lo give clear and forthnght reasons. They oughl
1o uphold respect for and understanding of the law in all of their actions
(especially in making procedural decisions and in writing their reasons ). And
they must do all of this impartially, wathout bias or prejudice.

There are many potential tensions among these duties —conflicts between
justice and legahity are only the most poignant. The important point for our
purposes is that the duty o impose resolution on disputes is, ordinarily, not
i conflict with any of the other duties in decision-making. " It is independent
and basic. It imphes the duty 1o resolve meommensurabilities among the
other requirements of a good decision.

I a coordination problem 1s a problem in which the need for a solution is
important initself (independently of the importance, ifany, of which solution
15 adopted), then every judicial decision s a solution to a coordination prob-
lem. A community’s need for resolubon s related to s need for coordin-
ation, because resolution coordinates, and every coordination problem needs
some degree of resolution for its solution. The legislature and the executive
need to give resolution. Resolution 1s needed in polilics (especially in demo-
cratic politics), just as it is in law, That explains rules of closure on legislative
debates, and the universal use of precise numencal tests (simple or weighted
majoritics) for the outcome of voting in clections and in legislatures. The

T Esceptions may arise in seme crises inowhich a count can only promole acceptance of
its decisions by making a decision that would be wrong in the abscnce of the need to promate
preepliance.
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support reflected by a 50,6 per cent vote in a referendum is virtually the same
as the support reflected by a 49 4 per cent vote, but the tiny difference in sup-
port may make all the difference to the result, because of a rule ol voting that
reflects the need for resolution,

Mot all coordination problems, however, need the form of resolution that
courts give. Problems faced by the legislature and the executive {what 1o do
about unemplovment, where to build aroad . . .) do not generally present the
tivalent form of judicial disputes. When they do, as in the guestion whether
a billis to be passed, or who is to be elected, rules of legislation and of voting
provide tivalent outcomes, just as judges do. Ordinary politics — the making
of executive decisions, and of decisions as (o what legislation 1o propose —is
different. The legislature and the executive can respond to their problems by
deferring decisions, by compromusing, by finding a third way, by consult-
ation, and so on.

In adjudication the general political need for resolution in decision-
making crystallizes into a formal, structural demand. Every judicial dispute is
a coordination problem with a special feature (a feature shared by some
political decisions, such as elections ) it demands that one of two outecomes be
given, and the force of that demand is independent of the importance, if any,
of the considerations for and against ¢ither ouwtcome,

Ome immedhate puzzle that anses rom thes need for resolution s why 1t
should be a special responsibility of fudges. To take the example of the vse of
powers in administrative law, it seems that we could achieve resolution much
more effectively and simply by prohibiting judicial review than by allowing
judicial review." 5o it might seem that there is no particular virtue i entrusi-
mg resolubon of disputes to judges.

That view would be mistaken, because the need for resolution never over-
rides the need for justice and the need for legality. If judicial review is a better
techmigque for meeting those requirements, then the resolution of disputes 1s
generally better entrusted to judges. If the judges are independent, their
mdependence by iiself 15 often encugh to make judicial review preferable.
Prohibiting judicial review runs the risk of prejudice —which is a form of arbi-
trariness in our fourth sense, Unreviewable official decision-making may
abandon the reason of the law for purposes that are biased or corrupt or sim-
ply foreign to the law,

[t sounds grand to say that, at least sometimes, there is no one better than
a judge to impose resolution on disputes about the requirements of the law.
But the conclusion that it may not matter what the resolution is suggests a
rather birfer prospect for a Jjudge who wants to do justice accordimg 1o law,

W e could illusirate the same point by asking why legal dispules in povate law should be
resolved by courts rather than by sell-help, or by governmenial commissioners, or by some other
MEANS,
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The outcome of an action may matter terribly to the parties, and vet there
may be no legal or moral reason o choose one resolution rather than
another.™ Yet a resolution must be given. However dedicated the judge, it
seems as if legality and justice do not matter in such a case: there 1s nothing
the judge can do 1o give a decision that is more consistent with the law or
more just than the alternative decision would be, and there is no way to avoid
arbitrarness in our first three senses,

One consolation for the conscientious judge might be wo consider that the
resolution in such a case need not be arbitrary in any sense repugnant to the
rule of law. Our first three senses of arbilrariness are ned necessarily opposed
to the rule of law. If “arbitrary” is a pejorative, it is misleading to call them
farbitrary’. Lack of constramnt, mconsistency, and unpredictabality are, to
some extent, entailed by the rule of law. No doubt we can say that there is a
deficitif the law is characterized by too muich of any of those features, But we
can say something more: lack of constraint, inconsistency, and unpredictabal -
ity are not deficits in themselves, The resolution in an unclear case need not
be arbitrary in any pejorative sense. Itwill not be arbitrary in our fourth sense
of abandoning the reason of the law, because the need for resolution is itsell
a general legal reason to resolve disputes, and there is no conclusive reason
against the resolution in guestion,

But that is a hollow consolation for a judge intent on legality and justice,
because it seems to say that those virtues are unimportant and unhelpful in
the case inquestion. I all that 18 needed 15 resolution, and it does not matter
what the resolution is, wihy not adopt the paradigm technique of arbitrary
decision-making —and thp a comn? After all, fipping a comn can be a legit-
imate way of making very important decisions, as long as it is appropriate
that the decision should not turn on reasons that support the outcome, And
1t must be appropriate that a judicial decision not turn on such reasons, bk s
prpossibdle for it to turn on such reasons.

There is a reason not to flip coins, and there should be nothing bitter about
it, although it is humbling for judges. Tt is the need for judicial discipline. A
constant determination to carry out the rest of the judge’s duties provides a
discpline agamst corruption and prejudice and wilfulness. This judicions
attitude always tries to give effect to the rights of the parties, and (o develop
the law wisely, and so on. It does not at any stage give up and say that there is
no answer. The need for judicial discipline 1s a conclusive reason nol to Mip
coins, even in secret, even when (if ever) it is clear to the judge that the law
does not resolve the matter.

UL Finnis, *Reason and Awthority in Law'’s Empive” (198716 Law and Philosophy 357, 376
In somme cases there 15 only one answer which s notwrong, while in other (nol infreguent ) cases
therg is more than ong such answer, and reason iself (wheiher legal or even moral) lacks the
resourges to wentily one as best’,
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If judicial discipline requires a judge always to attend to other duties than
the duty to impose resolution, we might ask whether that duty has any con-
sequences al all for the way a judge oughl to act. One consequence tradition-
ally associated with the wview that the requirements of the law are
imdeterminate insome cases 1s that, when the law does not answer a gqueshon,
judges need to act on the considerations that would motivate a good legisla-
ture, That is true, but it does not make indeterminacy into a source of a spe-
cral duty, and recourse to legislative considerations cannot always fulfil the
independent need for resolution. First, indeterminacy in the law is not a pre-
condition of justifiable judicial lawmaking. The judge may also need to act
(and may, like the House of Lords, be empowered by law to act) as a law-
maker when the clear requirements of the law need changing. Secondly, le-
gislative comsiderations are not necessanly enough to give resolution. When
it is unclear what the law requires, it may also be unclear what legislative
considerations require. Those considerations may not identily a last defend-
ant who may rightly be prosecuted —and yel the judge needs 1o resolve the
matler.

Wewvertheless, the need for resolution does have consequences for how
judges ought to act. It is a reason for judges to avoid giving long-winded or
confusing reasons for judgment, and a reason for courts with more than one
judge to pursue consensus, Lo avond acnimony, and to ehimmate meonsisten-
cies in outcome in complex proceedings, 1 is ordinarily a reason for courts to
give precise temedies—while laws are charactenstically vague, judicial
remedics are typically precise. And it is a reason cither to avord giving reme-
dies that need judicial supervision, or else to provide effective judicial facil-
1hes [or supervising remedies. There may be other ways in which courts can
promote the rule of law by enhancing their capacity to impose resolution on
disputes. But the duty to impose resolution cannot tell us more about how
Judges ought to act than that they ought to guard theirr capacity o carry 1l out.
It tells us nothing new about the duty to do justice according to law, but it is a
reminder that that 1s not the only duty of judges.

When ix Vagueness a Deficit in the Rule of Law?

Vagueness in the law is not necessarily a deficit in the rule of law, And by a
similar argument we can generalize and say that discretion, whatever 1ts
source, is not in itself a deficit. There is no coherent way 1o characierize the
rule of law as an ideal that is intrinsically opposed to discretion: and while it
15 no doubt the case that oo much discretion 1s a deficit, we can say more
about whai counts as too much discretion. and we can say more about when
vagueness is a deficit.

[T we return to Raz's orgamzing principle — that people must be able te use
the law as a guide —then it is tempting to keep on insisting that vagueness is
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always a deficit, because there are ways in which people really cannot guide
themselves by a vague rule {where they condd guide themselves by a similar,
precise rule). Prosecutors really cannot use the European Convention to
answer the question "How long can we put off the trial?” This approach would
make the ideal incoherent, after all.

Cuestions such as “How long can we put off the trial?” are commaon, and we
should not underestimate the challenge that they pose to our altempt (o
make sense of the ideal of the rule of law. We might say that the ideal of the
rule of law is incoherent if it requires that a lawyer must be able to give pre-
cive answers 1o such questions, But it is not incoherent if it simply requires
that the law must be useful to the lawyer in advising a client.

Tomake sense of the organizing principle of the wdeal, we need to distin-
guish between using the law as g guide. and vsing the law to dictate an out-
come in every possible case. We need 1o find a sense of “guide’ in which a
requirement of tral within a reasonable time can guide behaviour. And, of
course, it can —not by giving the prosecution a deadline, but by giving them a
reason o act as soon as they are able to {not simply in order to avond the haz-
ard that a delay will be held unreasonable, but in order to be able 1o account
for themselves as having reasons for the time they take). The notion
of a'guwide’, in turn, would be an meoherent notion if we counted nothing as
a puide unless it answered all gquestions. Mo map. for instance, would
be a puide, and no vague promise could guide our behaviour. The notion of a
puide can only be coherent if we have a notion of what can be asked of
a guide, and count something as a guide when it meets that need.

Again, it 1s templing to say that vagueness 1s a deficit when the law 15 (oo
vague. But vagueness is unguantifiable, and in any case there is no reason (o
think that every verv vague rule (e.g. standards of fairness, reasonableness,
sabsfactory quality . .. ) represents a deficit. so what can we say that would be
more illuminating than that the law must not be roo vague?

I we consider even one case in which vagueness has clearly amounted to a
deficit in the rule of law, that will help 1o answer this question. Consider
Stalin’s murderous abuses of law, His 1932 decree collectivizing Ukrainian
agrnculture ordered “dekulakization’. The vagueness of the wdeologically
loaded jargon turned agriceltural confiscations into a reign of terror by local
officials. That vagueness was a technigue Tor achieving a legally sanctioned
abandonment of the rule of law.

Vagueness is a deficit when it lends itself to arbitrariness in our fourth
sense —to abandoning the reason of the law, Authorities can use vagueness
to exempt their actions from the reason of the law, or even to make it impos-
sible toconceive of the law as having any reason distinguishable from the will
of the officials. Then vagueness 1s a deficit in the rule of law.
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